
Markups, Markdowns, and Bargaining in a Vertical

Supply Chain∗

Rémi Avignon†, Claire Chambolle‡, Etienne Guigue§, and Hugo Molina¶

July 23, 2025

Abstract

This article bridges monopoly, monopsony, and countervailing power theories

to analyze their welfare implications in a vertical supply chain. We develop a

bilateral monopoly model with bargaining that accommodates upstream monop-

sony and downstream monopoly power. In equilibrium, the “short-side rule”

applies: the quantity exchanged is determined by the firm willing to trade less.

Welfare is maximized when each firm’s bargaining power exactly countervails the

other’s market power. Otherwise, double marginalization arises in the form of

double markdownization under excessive downstream bargaining power, or dou-

ble markupization under excessive upstream bargaining power. We offer novel

insights for price regulation and competition policy.
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1 Introduction

Two prominent theories offer contrasting perspectives on the welfare effects of buyer

power in vertical supply chains. The countervailing power theory, introduced by Gal-

braith (1952), suggests that buyer power mitigates seller market power, leading to lower

markups, higher output quantity, and greater welfare.1 In contrast, the monopsony

power theory, originating with Robinson (1933), argues that powerful buyers charge

markdowns, leading to lower output quantity and welfare.2

Both theories have a profound influence on academic research and policymaking.

For instance, a stream of research on vertical supply chains examines the factors under-

lying countervailing buyer power, highlighting how it reduces double marginalization

and benefits consumers (see, e.g., Snyder, 2008; Smith, 2016; Lee, Whinston and Yu-

rukoglu, 2021, for comprehensive surveys). Building on these insights, the concept of

countervailing buyer power is frequently invoked in competition policy debates, either

as an efficiency defense for downstream horizontal mergers or to justify the formation

of buying alliances.3

In parallel, a vast literature in labor economics documents the prevalence of monop-

sony power and examines the mechanisms to mitigate its adverse effects (see, e.g.,

Manning, 2021; Card, 2022; Azar and Marinescu, 2024, for reviews). Beyond the labor

market, recent empirical work has highlighted that monopsony power is pervasive in

various input markets (e.g., Morlacco, 2019; Avignon and Guigue, 2022; Treuren, 2022;

Zavala, 2022; Rubens, 2023). Consequently, antitrust agencies have increasingly in-

corporated the concept of monopsony power into their analyses.4 Thus, despite being
1More precisely, Galbraith’s (1952) argument states that retailers (or intermediaries) with buyer

power should negotiate lower prices from manufacturers and pass these benefits on to consumers
through reduced consumer prices.

2Specifically, Robinson (1933) formalizes the idea that large employers have the potential to reduce
employment and pay workers below their marginal revenue.

3See, e.g., the European Commission’s horizontal merger guidelines, which state that “buyer power
would act as a countervailing factor to an increase in market power resulting from the merger” (Eu-
ropean Commission, 2004, para. 11), and the JRC policy report on buying alliances (Daskalova et al.,
2020). In the United States, the 2010 merger guidelines stated that “The Agencies consider the possi-
bility that powerful buyers may constrain the ability [...] to raise prices” (U.S. Department of Justice
and the Federal Trade Commission, 2010, page 27).

4For instance, the U.S. Department of Justice sued to block a merger between two of the largest
book publishers in 2021, mentioning the potential harm to American authors as the primary concern
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grounded in different sets of assumptions, the countervailing and monopsony power

theories conflict in shaping appropriate antitrust treatment of buyer power.5

This article develops a unified framework that incorporates both theories to provide

new insights into the welfare effects of buyer and seller power in vertical supply chains.

We consider a bilateral monopoly setting where an upstream firm, U , sells its product to

a downstream firm, D, which then resells it to final consumers. To examine monopsony

power, we depart from the canonical model of vertical contracting (e.g., Cournot, 1838;

Spengler, 1950), which typically assumes that U operates with constant marginal costs.

Instead, we suppose that U sources its input from an upward-sloping supply curve,

resulting in increasing marginal costs.6 Mirroring D’s exercise of monopoly power in

the product market, U thus exercises monopsony power in the input market. We model

the interactions between U and D as follows. First, U and D bargain over a linear

wholesale price. Second, U and D simultaneously announce the quantities they are

each willing to trade. Assuming that exchange is voluntary (i.e., no firm is forced to

trade more than it wants), the equilibrium quantity is determined by the “short-side

rule”—i.e, the minimum between what U is willing to sell and D is willing to purchase.

We demonstrate that the distribution of bargaining power between U and D affects

both the magnitude and the nature of the double marginalization phenomenon high-

lighted by Cournot (1838) and Spengler (1950).7 When D’s bargaining power is high,

the negotiated wholesale price is low, so that U is willing to supply a quantity smaller

than D’s demand, thereby determining the quantity exchanged in equilibrium. As

a consequence, the equilibrium wholesale price and quantity move along U ’s marginal

cost curve. U ’s upward-sloping marginal cost is internalized during the bargaining, and

D exercises monopsony power when purchasing from U by charging a markdown. This

markdown adds up to U ’s markdown stemming from its monopsony power in the input

(United States v. Bertelsmann SE & Co. KGaA et al., No. CV 21-2886-FYP). See also the Federal
Trade Commission’s lawsuit to block the merger between the supermarket giants Albertsons and
Kroger (press release).

5As highlighted by Hemphill and Rose (2018), the Federal Trade Commission and the U.S. Depart-
ment of Justice have adopted conflicting views on buyer power treatment in recent merger reviews.

6For instance, this increasing supply curve may result from the aggregation of heterogeneous price-
taking input suppliers or workers.

7As discussed by Linnemer (2022), the double marginalization phenomenon commonly attributed
to Spengler (1950) is originally due to Cournot (1838) and Edgeworth (1925).
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market, resulting in a lower quantity, a higher consumer price, and a lower input price

compared to what a vertically integrated firm would set in equilibrium.8 This double

markdownization constitutes a novel source of double marginalization distortion. In

this case, Galbraith’s (1952) argument does not apply: increasing D’s bargaining power

raises its markdown, which reduces welfare. Instead, enhancing U ’s bargaining power

improves welfare by strengthening its ability to exercise countervailing seller power.9

When U ’s bargaining power is high, the logic is analogous: as the negotiated

wholesale price is high, U is willing to supply a quantity exceeding D’s demand, im-

plying that the latter determines the quantity exchanged in equilibrium. As a result,

the equilibrium wholesale price and quantity move along D’s marginal revenue curve

(i.e., its demand for U ’s product). In this case, alongside D’s markup, U also charges

a markup. This double markup gives rise to the classical Cournot-Spengler double

marginalization problem, and Galbraith’s (1952) countervailing buyer power argument

applies: increasing D’s bargaining power reduces U ’s markup, which improves welfare.

We further characterize a threshold level of U ’s bargaining power vis-à-vis D at

which each firm fully countervails the other’s market power, thereby eliminating dou-

ble marginalization and replicating the vertically integrated outcome. This threshold

depends on the underlying supply and demand primitives, and two limiting cases are

insightful: D (resp. U) should hold all the bargaining power when U (resp. D) faces

a perfectly elastic supply (resp. demand), as both firms face a constant marginal cost

(resp. revenue), leaving no room for monopsony (resp. monopoly) power.

We extend our analysis in two directions. We first show that our results continue to

hold qualitatively under two-part tariff contracts, provided that frictions limit the use

of the fixed fee for rent extraction and prevent the full elimination of double marginal-

ization. Second, we show that an input price floor policy aimed at protecting input

suppliers eliminates markdowns. Specifically, whenever the price floor is binding, U

operates under constant marginal costs, thereby precluding the exercise of monopsony
8More generally, D charges a markdown whenever U has increasing marginal costs, regardless of

its underlying cause (e.g., monopsony power in the input market, decreasing returns to scale). See
Section 7.2 for a discussion.

9This reasoning mirrors Galbraith’s (1952) countervailing buyer power argument under double
markup, where D’s bargaining power mitigates U ’s markup.
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power in the vertical supply chain. We demonstrate that there exists an optimal level

of the price floor, which always increases welfare and depends on the distribution of

bargaining power. The resulting welfare gains are larger under double markdowniza-

tion (i.e., when D’s bargaining power vis-à-vis U is high), as the price floor turns D’s

monopsony power into countervailing buyer power.

Contributions. We contribute to the extensive literature on vertical relationships

that explores the sources and consequences of the Cournot-Spengler double marginal-

ization and its potential remedies.10 One strand of this literature, which studies firm-

to-firm bargaining, systematically relies on the assumption of constant marginal costs

of production.11 Our main contribution is to relax this assumption. We do so by con-

sidering the presence of monopsony power in the input market, allowing us to identify a

novel source of double marginalization, which we refer to as double markdownization.12

This distortion has significant welfare implications. In particular, we uncover a novel

theory of countervailing seller power and highlight the existence of a threshold level

of bargaining power that eliminates double marginalization and restores bilateral effi-

ciency. This result is complementary to Loertscher and Marx (2022), who demonstrate

that equalizing bargaining power can achieve bilateral efficiency under incomplete in-

formation.13 In contemporaneous work, Demirer and Rubens (2025) derive a closely

related result, characterizing the existence of a level of buyer power that offsets either

U ’s markup or D’s markdown. Our articles notably differ in three respects. First, we

leverage the voluntary exchange property to determine the equilibrium traded quantity
10The analysis of the double marginalization has a long tradition in the industrial organization liter-

ature (see Tirole, 1988, for a textbook and Rey and Vergé, 2008, for a review). Alongside observations
of linear wholesale tariffs in vertical supply chains (e.g., Crawford and Yurukoglu, 2012; Goldberg
and Hellerstein, 2013; Gowrisankaran, Nevo and Town, 2015), recent empirical evidence of the double
marginalization phenomenon has been documented in Luco and Marshall (2020) and Molina (2024).
Recent work in the trade and macroeconomics literature also shows how double marginalization gener-
ates aggregate distortions in input-output networks (see, e.g., Baqaee, 2018; Baqaee and Farhi, 2020;
Dhyne, Kikkawa and Magerman, 2022; Arkolakis, Huneeus and Miyauchi, 2023).

11See, e.g., Horn and Wolinsky (1988); Dobson and Waterson (1997, 2007); Allain and Chambolle
(2011); Iozzi and Valletti (2014); Gaudin (2016, 2018); Rey and Vergé (2020) in the industrial orga-
nization (IO) literature, and Grossman, Helpman and Sabal (2024) in the trade literature.

12This starkly differs from the “double markup/markdown” terminology used in Kroft et al. (2023),
which does not refer to the Cournot-Spengler double marginalization issue in vertical relationships.

13A key distinction in our analysis—conducted within a complete information framework—is that
the level of bargaining power that leads to efficiency is not necessarily symmetric (i.e., 1/2), but rather
depends on the underlying supply and demand primitives.
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(and, in turn, the source of double marginalization), whereas they rely on participation

constraints (e.g., “D (resp. U) participates in bargaining if its resulting markdown

(resp. markup) is nonnegative”). Second, we consider that U exercises monopsony

power in the input market, which allows us to uncover the notion of double markdown-

ization and analyze input price floor policies. Finally, we emphasize that the standard

definitions of markups and markdowns do not readily apply to bargaining settings and

propose general definitions.

The nature of the double marginalization phenomenon (double-markup or double-

markdown) depends on whether U or D ultimately sets the quantity to be traded in

equilibrium—that is, which firm has the “right-to-manage”. As underscored by Tox-

vaerd (2024), the allocation of the right-to-manage in bilateral monopolies with increas-

ing marginal production costs and linear tariffs remains a long-standing and unresolved

issue.14 Confronted with this modeling challenge, recent work in labor economics and

international trade has exogenously assigned the right-to-manage to one or the other

side of the market (e.g., Azkarate-Askasua and Zerecero, 2022; Alviarez et al., 2023;

Wong, 2023). We contribute to the literature by proposing a non-cooperative allocation

of the right-to-manage, grounded in the subgame perfection criterion and the natural

assumption of voluntary exchange.15

Finally, we contribute to the analysis of input price floors (minimum wages), which

has been extensively studied in the labor economics literature.16 Since Robinson (1933),

it is well-known that minimum wages can increase employment in the presence of labor

monopsony power.17 The incidence of minimum wage (or more broadly, input price
14In Fellner’s (1947) pioneering analysis of bilateral monopolies, when the seller (resp. buyer) makes

the wholesale price offer, the buyer (resp. seller) is assumed to freely determine the quantity it intends
to purchase (sell) at the offered price. However, as Toxvaerd (2024) points out, no solution has been
provided to the right-to-manage allocation: “it is not clear why either firm would want to cede the
right to set output to the other firm, even if a wholesale price could be agreed upon”. See Section 4.1
for a discussion.

15In contemporaneous work, Houba (2024) instead relies on a cooperative solution where firms Nash
bargain over both the wholesale price and the allocation of the right-to-manage. Another approach is
developed in Falch and Strøm (2007). However, their firm-union bargaining model differs markedly
from our setting, as it does not account for vertical relations (and, hence, double marginalization),
and both total payroll and employment directly enter the union’s objective function.

16See Azar and Marinescu (2024) and Dube and Linder (2024) for recent surveys.
17Card and Krueger (1994) provide early empirical evidence of the zero or positive effect of minimum

wages on employment, and Azar et al. (2024) offer the first direct evidence supporting the monopsony
explanation (see, e.g., Card and Krueger, 1995; Manning, 2003, for textbook treatments). See also
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floor) policies has also been examined in oligopoly-oligopsony models, where a set of

firms exert both monopoly power in the product market and monopsony power in

the input market (e.g., Russo, Goodhue and Sexton, 2011; Avignon and Guigue, 2022;

Hernández and Cantillo-Cleves, 2024). To the best of our knowledge, we are the first to

extend this analysis to a vertical supply chain with bargaining. In addition to showing

that input price floors can improve welfare, we emphasize that the optimal design of

such policies and associated welfare gains depend critically on the balance of power

within the vertical chain and the nature of the resulting double marginalization. In

particular, our findings suggest that the concern for downstream buyer power is miti-

gated by the presence of an input price floor, shedding new light on the interdependency

between competition policy and price regulation (e.g., minimum wage).

The remainder of this article is organized as follows. Section 2 provides markup and

markdown definitions that accommodate both unilateral price-setting and bargaining

models. Section 3 presents our bilateral monopoly model and considers a benchmark

case where U and D are vertically integrated. Section 4 solves our model and charac-

terizes the markup(s) and markdown(s) that emerge along the vertical supply chain.

Section 5 analyzes the welfare implications of D’s and U ’s bargaining power. Section 6

examines the impact of an optimal input price floor. Section 7 discusses some of our

modeling assumptions, and Section 8 concludes.

2 Markups and Markdowns

Markups and markdowns measure price distortions that result from firms’ exercise of

market power, which leads to market failures by negatively affecting welfare and re-

source allocation (e.g., Tirole, 2015). A markup is traditionally defined as the ratio of

a firm’s output price to its marginal cost, measuring the upward price distortion asso-

ciated with the firm’s seller power. Symmetrically, a markdown is traditionally defined

as the ratio of an input’s marginal revenue product to its purchase price, measuring

Loertscher and Muir (2021) for a recent theoretical contribution, highlighting the benefit of a minimum
wage policy in an incomplete information framework.
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the downward price distortion arising from the firm’s buyer power.18 Markups and

markdowns greater than 1 typically arise under two conditions:

(i) firms behave strategically to extract surplus from imperfectly price-elastic de-

mand and/or supply,

(ii) surplus extraction occurs through the use of linear tariffs.

Specifically, a firm facing a downward-sloping demand curve for its output faces the

following basic trade-off when deciding whether to sell an additional unit. On the one

hand, selling one more unit generates extra revenue. On the other hand, doing so

requires lowering the price on all inframarginal units. This latter effect leads the firm

to restrict output (relative to perfect competition) and charge a markup over marginal

cost.19 Similarly, when purchasing its input in a market with an upward-sloping supply

curve, the firm incurs a cost increase from buying an additional unit, as doing so raises

the input price paid on inframarginal units purchased. This leads the firm to restrict

input and charge a markdown below its marginal revenue product.

In what follows, we generalize the classical definitions of a markup and a markdown

to a vertical supply chain setting with bargaining:

Definition 1 The markup of firm i is defined as µi ≡ xi

x̂i
, where xi is the price at which

the firm sells its marginal unit of output, and x̂i is the minimum price required for this

unit to be sold absent any effect on the firm’s revenue from inframarginal units.

18The marginal revenue product (MRP) is defined as the marginal product (MP)—the additional
output produced by one more unit of input—multiplied by the marginal revenue (MR)—the additional
revenue generated from selling that extra unit of output. Under a one-to-one production technology,
MP = 1 so that MRP = MR.

19To illustrate the joint role of conditions (i) and (ii), consider a standard monopolist facing a
downward-sloping demand curve (condition (i)) and restricted to charge a uniform unit price p(q) for
its output (condition (ii)). To sell an additional unit, the monopolist must lower the output price,
incurring a revenue loss on inframarginal units equal to p′(q)q. This loss provides the monopolist with
incentives to set a price above its marginal cost, thereby charging a markup. If, instead, the monopolist
either faces a perfectly elastic demand (i.e., p′(q) = 0) or behaves as a price-taker (violating condition
(i)), it neither incurs nor internalizes any revenue loss on inframarginal units, thereby eliminating the
incentive to price above marginal cost. Likewise, when the monopolist can engage in perfect (first-
degree) price discrimination (violating condition (ii)), it fully extracts consumer surplus. In that case,
it has no incentive to restrict output, and the price of the last unit sold equals marginal cost.
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Definition 2 The markdown of firm i is defined as νi ≡ ẑi
zi
, where zi is the price at

which the firm buys its marginal unit of input, and ẑi is the maximum price required for

this unit to be purchased absent any effect on the firm’s cost from inframarginal units.

These definitions cover the standard expressions for a markup and a markdown in

settings where prices are unilaterally set by a firm. For instance, consider a monop-

olist, denoted by D, facing a downward-sloping inverse demand curve for its output

p(q). D’s profit-maximizing condition requires that its marginal revenue equals its

marginal cost: MRD(q
∗) = MCD(q

∗), where q∗ denotes the equilibrium quantity and

MRD(q
∗) ≡ p(q∗) + p′(q∗)q∗ with p′(q∗) < 0. Absent any (negative) effect on D’s

revenue from inframarginal units—that is, p′(q∗)q∗ = 0—the minimum price at which

it would be willing to sell its marginal unit of output is p̂ = MCD(q
∗) < p(q∗). Hence,

by Definition 1, D’s markup is given by µD ≡ p(q∗)
p̂(q∗)

= p(q∗)
MCD(q∗)

(
= p(q∗)

MRD(q∗)

)
, which

coincides with the standard definition of a markup.

Symmetrically, consider a monopsonist, denoted by U , operating under a one-to-

one production technology and facing an upward-sloping inverse supply curve for its

input r(q). Again, U ’s profit-maximizing condition is such that MCU(q
∗) = MRU(q

∗),

where MCU(q
∗) ≡ r′(q∗)q∗ + r(q∗) with r′(q∗) > 0. Absent any effect on its cost to

acquire inframarginal input units—that is, r′(q∗)q∗ = 0—the maximum price at which

U would be willing to purchase its marginal unit of input is r̂ = MRU(q
∗) > r(q∗).

Thus, by Definition 2, U ’s markdown is given by νU ≡ r̂(q∗)
r(q∗)

= MRU (q∗)
r(q∗)

(= MCU (q∗)
r(q∗)

),

which aligns with the standard definition of a markdown. This correspondence also

holds in a bilateral monopoly setting where D acts as a monopolist in the product

market, U acts as a monopsonist in the input market, and the linear wholesale price

paid by D to U is unilaterally determined by one of the two firms. In this context, as

established in the early literature on bilateral monopoly (e.g., Bowley, 1928; Tintner,

1939), the firm that sets the wholesale price does so by equating its marginal rev-

enue with its marginal cost. Consequently, Definitions 1 and 2 continue to yield the

standard expressions for markups and markdowns along the vertical supply chain (see

Appendix A.8.1 for details).

In the more general case where U and D engage in bilateral negotiation, the linear
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wholesale price w is no longer pinned down by the intersection of either firm’s marginal

revenue and marginal cost, as it also reflects the firms’ relative bargaining positions.

Consequently, it is no longer clear that the classical markup and markdown definitions

remain appropriate measures of firms’ market power.20 Definitions 1 and 2 extend the

notion of markups and markdowns to the context of vertical bargaining. Specifically, we

obtain the following expressions for D’s and U ’s markups and markdowns: µD = p(q∗)
p̂

=

p(q∗)
MRD(q∗)

, νD = ŵ(q∗)
w(q∗)

= MRD(q∗)
w(q∗)

, µU = w(q∗)
ŵ(q∗)

= w(q∗)
MCU (q∗)

, and νU = r̂(q∗)
r(q∗)

= MCU (q∗)
r(q∗)

(see

Appendix A.8.2 for details).21 Note that these definitions for markups and markdowns

do not depend on the firm’s position in the vertical chain. They also preserve the logic

underlying the standard definitions: the upward price distortion from D’s monopoly

power stems from p′(q∗)q∗, and the downward price distortion from U ’s monopsony

power stems from r′(q∗)q∗. We adopt these definitions throughout this article when

referring to firms’ markups and markdowns.

3 Vertical Chain and Integration Benchmark

3.1 Vertical Chain

Consider a vertical supply chain in which an upstream firm, U , purchases an input at a

price r to produce a good that is sold to consumers at a price p through a downstream

firm, D. We assume that U and D operate under a one-to-one production technology.

Moreover, U incurs no cost other than its input price r, and D incurs no cost beyond

the wholesale price w paid to U . The inverse supply function r(q) faced by U and

the inverse demand function p(q) faced by D satisfy the following assumption, which

ensures the existence of a profit-maximizing equilibrium:

20For instance, as previously discussed, the upward price distortion in the product market stems
from the term p′(q∗)q∗ in D’s marginal revenue. When MRD(q∗) ̸= MCD(q∗), it is no longer clear
that p(q∗)

MCD(q∗) accurately reflects D’s seller power.
21In the special case where U has no monopsony power in the input market, it is worth noting

that our definition for D’s markup boils down to the ratio of the output price to the (negotiated)
wholesale price. Hence, we recover the markup expressions already used in the Cournot-Spengler
canonical model of vertical contracting and its various extensions to bargaining (see Lee, Whinston
and Yurukoglu, 2021, for a review).
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Assumption 1 The inverse supply curve r(q) and the inverse demand curve p(q) are

three-times differentiable and satisfy the following conditions:

(i) r′(·) > 0 and σr(·) > −2;

(ii) p′(·) < 0, ∞ > εp(·) > 1, and σp(·) < 2;

(iii) p(0) > r(0) > 0 and limq→+∞ p(q) = 0,

where, for any function f(·), ϵf (q) ≡ f(q)
q|f ′(q)| is the (inverse) elasticity of f(·), and

σf (q) ≡ qf ′′(q)
|f ′(q)| is a measure of convexity of f(·).

Assumption 1.(i) implies that U faces an increasing inverse supply curve r(q), and

that its marginal cost function, defined by MCU(q) ≡ r′(q)q + r(q), is increasing in

quantity q. Note that the case where U has constant marginal costs will be treated

as a limit (r′(·) → 0). Assumption 1.(ii) implies that D faces a decreasing inverse

demand curve p(q), and that its marginal revenue function, defined by MRD(q) ≡

p′(q)q + p(q), is decreasing and remains positive over the relevant range of quantities.

Finally, Assumption 1.(iii) ensures that MCU(q) and MRD(q) intersect.

We define total welfare as W (q) ≡
∫ q

0
[p(q)−r(q)]dq, and denote by qW the welfare-

maximizing quantity characterized by the condition p(qW ) = r(qW ). Consumer surplus

is given by CS(q) ≡
∫ q

0
p(x) dx − p(q)q, and input suppliers’ surplus by SS(q) ≡

r(q)q −
∫ q

0
r(x) dx. Both CS(q) and SS(q) are strictly increasing in q.

3.2 Vertical Integration Benchmark

Consider a benchmark case in which U and D form a vertically integrated firm, denoted

by I. Acting both as a monopolist in the product market and a monopsonist in the

input market, I’s maximization problem is given by:

max
q

πI = (p(q)− r(q)) q.

which yields the following first-order condition:

p(qI) + p′(qI)qI︸ ︷︷ ︸
MRI(qI)

= r(qI) + r′(qI)qI︸ ︷︷ ︸
MCI(qI)

. (1)
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r(q)
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p

p(qI)

MRI(qI) = MCI(qI)

r(qI)

r

µI

νI

Figure 1: Monopoly and Monopsony Power under Vertical Integration

Notes: The figure is drawn under the demand function p(q) = p − 1
3q and the supply function

r(q) = r + 1
3q. The red arrow labeled µI and the blue arrow labeled νI represent, respectively, the

markup and markdown wedges in differences.

where qI denotes the equilibrium quantity at which I’s marginal revenue equals its

marginal cost. As discussed in Section 2, the exercise of monopoly power implies that

I’s marginal revenue differs from p(qI) by a wedge equal to p′(qI)qI . Similarly, the

exercise of monopsony power implies that I’s marginal cost differs from r(qI) by a

wedge equal to r′(qI)qI . From (1), we obtain the following proposition:

Proposition 1 (Vertical Integration) The vertically integrated firm I sets the equi-

librium quantity qI < qW . The resulting consumer price is p(qI) > p(qW ), and the input

price is r(qI) < r(qW ). I’s markup, markdown, and margin are given by:

µI =
p(qI)

MCI(qI)
=

εp
εp − 1

,

νI =
MRI(qI)

r(qI)
=

εr + 1

εr
,

MI ≡ p(qI)

r(qI)
= νI × µI .

Proof. See Appendix A.8.1 provides formal derivations of the markup and markdown

expressions based on the definitions introduced in Section 2.

Figure 1 illustrates the insights from Proposition 1. Both monopoly and monop-
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sony power exercised by I distort prices and reduce the equilibrium quantity qI below

the welfare-maximizing level qW . Consequently, I charges both a markup and a mark-

down. The markup µI measures the upward distortion in the consumer price p due to

I’s monopoly power, which decreases with the elasticity of consumer demand εp. The

markdown νI reflects the downward distortion in the input price r resulting from I’s

monopsony power, which decreases with the elasticity of input supply εr. In the limit

cases, µI = 1 when consumer demand is perfectly elastic and νI = 1 when input supply

is perfectly elastic. I’s margin, denoted by MI , summarizes the overall price distortion

caused by I’s market power. It is given by the ratio of the output price to the input

price, and can equivalently be expressed as the product of I’s markup and markdown.

4 Bargaining and Double Marginalization

We now analyze the vertical supply chain introduced in Section 3.1, where U purchases

an input at price r(q) to produce a good sold to consumers at price p(q) through D.

We consider that U and D interact according to the following sequence of play:

• Stage 1: U and D engage in a bilateral negotiation to determine the linear

wholesale price w.

• Stage 2: U and D simultaneously announce the quantities qU and qD they are

each willing to trade. Exchange is voluntary, implying that the quantity traded

is the minimum of qU and qD.

This bilateral monopoly setting nests the canonical Cournot-Spengler model of

vertical relationships—and its extension to bargaining—as a special case when the input

supply is perfectly elastic (i.e., U has a constant marginal cost). We now discuss each

stage and introduce our equilibrium notion. In Stage 1, we use the Nash bargaining

solution (Nash, 1950) to determine the linear wholesale price negotiated between U

and D, where α ∈ [0, 1] denotes U ’s bargaining weight vis-à-vis D.22 In Stage 2, the
22Since the early work on bilateral monopoly (e.g., Bowley, 1928; Tintner, 1939), the analysis of

vertical relationships under linear wholesale pricing has a long-standing tradition in the vertical con-
tracting literature (e.g., Spengler, 1950; Katz, 1987; Horn and Wolinsky, 1988; Salinger, 1988; Dobson
and Waterson, 1997; O’Brien, 2014; Iozzi and Valletti, 2014; Gaudin, 2018, 2019). Furthermore, the
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quantity traded is determined under voluntary exchange: neither firm can compel the

other to trade more than it is willing to.23 This assumption reflects a natural feature

of most markets and is standard in both Walrasian and non-Walrasian theories (e.g.,

Bénassy, 1993). As discussed below, voluntary exchange is also implicit in the canonical

Cournot-Spengler model of vertical relationships.

In Online Appendix OA2, we provide a microfoundation for our bilateral monopoly

model. Specifically, we show that our equilibrium outcome coincides with the subgame

perfect Nash equilibrium of a noncooperative game in which U and D bargain according

to the random-proposer protocol of Rey and Vergé (2020).

4.1 Quantity Choice

In Stage 2, U and D simultaneously announce the quantity qU(w) and qD(w) they are

each willing to trade for a given w. D’s optimal quantity to purchase from U and resell

to consumers is given by:

q̃D(w) ∈ argmax
qD

πD ≡ (p(qD)− w)qD, (2)

which satisfies the following first-order condition:

MRD(q̃D(w)) = w. (3)

Similarly, U ’s optimal quantity of input to purchase and sell to D is given by:

q̃U(w) ∈ argmax
qU

πU ≡ (w − r(qU))qU , (4)

use of such simple contracts has been documented in the Chilean coffee market (Noton and Elberg,
2018) and fresh-egg market (Cussen and Montero, 2024), the UK liquid milk market (Smith and
Thanassoulis, 2015), and various other sectors (see, e.g., Mortimer, 2008; Crawford and Yurukoglu,
2012; Grennan, 2013; Gowrisankaran, Nevo and Town, 2015; Ho and Lee, 2017). We consider the case
where U and D bargain over a two-part tariff contract in Section 7.1.

23We provide an alternative formulation for Stage 2 in Appendix B where, instead of announcing
the quantity their are willing to trade, U and D unilaterally set the input and consumer prices,
respectively.
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which satisfies the following first-order condition:

MCU(q̃U(w)) = w. (5)

As shown by (3) and (5), D’s profit-maximizing quantity equates the wholesale price

w with its marginal revenue, whereas U ’s profit-maximizing quantity equates w with

its marginal cost. As Assumption 1.(ii) implies that MRD(q) is decreasing in q, it

follows that q̃D(w) is decreasing in w. Conversely, as MCU(q) is increasing in q under

Assumption 1.(i), q̃U(w) is increasing in w. Given voluntary exchange, the following

lemma characterizes the unique equilibrium in dominant strategies:24

Lemma 1 There exists a unique subgame equilibrium in dominant strategies such that

U announces q̃U(w), D announces q̃D(w), and the quantity traded is:

q(w) = min{q̃U(w), q̃D(w)} ≤ qI .

Proof. See Appendix A.1.

Two comments are in order. First, the equilibrium characterized in Lemma 1 shares

many features with the typical exchange process in non-Walrasian (or rationed) equilib-

ria.25 In particular, the equilibrium traded quantity maximizes the profit of at least one

firm, thereby satisfying the market efficiency property.26 Combined with the voluntary

exchange assumption, this implies that the “short-side rule” emerges in equilibrium:
24It is worth noting that there exists a multiplicity of Nash equilibria in (weakly) dominated strate-

gies. For instance, if U believes that D will announce q̂ < q̃D, a best response for U is to also announce
q̂. The reasoning is symmetric if D believes that U will announce q̂ < q̃U . Hence, any strategy profile
(q̂,q̂) with q̂ < min{q̃U (w),q̃D(w)} constitutes a Nash equilibrium. However, such equilibria are not
trembling-hand perfect as both U and D are better off announcing q̌ > q̂ whenever the other firm trem-
bles upward. Besides, when q̃U (w) < q̃D(w), announcing any quantity in the interval [q̃U (w), q̃D(w)] is
a best response for D. Symmetrically, when q̃D(w) < q̃U (w), announcing any quantity in the interval
[q̃D(w), q̃U (w)] is a best response for U . However, such asymmetric announcements lead to the same
equilibrium outcome as in Lemma 1. Finally, it is straightforward that the Pareto dominance criterion
also selects the equilibria leading to the same outcome as in Lemma 1.

25Pioneering works on non-Walrasian equilibria include Barro and Grossman (1971); Bénassy (1975);
Drèze (1975); Varian (1977); Hahn (1978), among others. See Bénassy (1986, 1990) for a textbook
treatment.

26That is, there is no equilibrium situation in which both U and D are simultaneously rationed
(q(w) < min{q̃U (w), q̃D(w)}), as they would find profitable to continue trading until one of them
reaches its profit-maximizing quantity.
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q

p(q)
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MCU (q)

r(q)

qI

wI

w(q)

Figure 2: Short-Side Rule.

Notes: The black curve depicts the wholesale price schedule w(q) under linear demand and supply
functions, where w(q) = MRD(q) when w > wI , and w(q) = MCU (q) when w < wI .

the firm on the short side of the market realizes its profit-maximizing outcome. Sec-

ond, the equilibrium quantity is (weakly) lower than the vertically integrated outcome,

qI . The reasoning is as follows. First, as Assumption 1.(iii) ensures that MRD(q) and

MCU(q) intersect, there is a unique w = wI such that q̃D(wI) = q̃U(wI) = qI . Second,

as w affects q̃D(w) and q̃U(w) in opposite directions, either U or D is willing to trade

less than qI when w ̸= wI . Under voluntary exchange, it turns out that q(w) ≤ qI .

Figure 2 illustrates the logic underlying Lemma 1. When w > wI , U wants to sell

a quantity greater than what D is willing to purchase (q̃U(w) > qI > q̃D(w)). Being

on the short side of the market, D has the right-to-manage D—i.e., it determines

the quantity exchanged in equilibrium such that w equals its marginal revenue, as

described in (3). In contrast, when w < wI , U prefers to sell a smaller quantity than

what D wants to purchase (q̃D(w) < qI < q̃U(w)), implying that U has the right-to-

manage—i.e., it sets the equilibrium quantity such that w equals its marginal cost, as

described in (5). Consequently, the firm that chooses the equilibrium quantity to be

traded along the vertical supply chain directly depends on the level of w.

It is worth mentioning that Lemma 1 encompasses the canonical bilateral monopoly

setting in which U has a constant marginal cost (i.e., εr → ∞). In this case, for any

w > r, it follows directly from (4) that U is willing to trade an infinite quantity with
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D.27 As consumer demand is not perfectly elastic, D lies on the “short” side of the

market and thus always determines the equilibrium traded quantity. By contrast, when

U faces increasing marginal costs, the assumption that D has the right-to-manage in

all circumstances may violate voluntary exchange. This arises whenever w < wI , as D

would demand a quantity exceeding q̃U(w), thereby forcing U to sell such extra units

at a loss (i.e., w < MCU(q) for any q > q̃U(w)).28

4.2 Bargaining

We now turn to Stage 1, where U and D bargain over w anticipating its effect on the

quantity determined in Stage 2. Using the (asymmetric) Nash bargaining solution, we

derive the equilibrium wholesale price from the following maximization problem:

max
w

πU(w)
απD(w)

(1−α) (6)

where πU(w) = [w − r(q(w))] q(w) and πD(w) = [p(q(w))− w] q(w). Although q(w) is

not differentiable at wI , we demonstrate in Appendix A.2 that the above Nash product

is differentiable for all w ∈ [r(q(w)), p(q(w))]. Furthermore, to ensure that (6) is well-

defined, we introduce the following assumption:

Assumption 2 U ’s marginal cost function MCU(q) and D’s marginal revenue func-

tion MRD(q) satisfy the following conditions:

(i) σMCU
> −2.

(ii) εMRD
> 1 and σMRD

< 2.

Analogous to Assumption 1, which ensures that I’s profit function is well-defined,

Assumption 2 guarantees that the Nash product in (6) admits a unique maximum.

Specifically, when anticipating that U sets the quantity in Stage 2 (w = MCU(q)),

Assumption 1.(i) and Assumption 2.(i) ensure that the second-order condition of (6) is
27Formally, when r(q) = MCU (q) = r for any q, (4) implies that q̃U (w) = ∞ whenever w ≥ r.

Symmetrically, when p(q) = MRD(q) = p for any q, (2) implies that q̃D(w) = ∞ whenever p ≥ w.
28Analogously, when D faces decreasing marginal revenue, the assumption that U always has the

right-to-manage violates voluntary exchange whenever w > wI , as U would supply a quantity exceed-
ing q̃D(w), thereby forcing D to buy such extra units at a loss (i.e., MRD(q) < w for any q > q̃D(w)).
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satisfied (see Appendix A.4.1 for details). Similarly, when anticipating that D sets the

quantity in Stage 2 (w = MRD(q)), Assumption 1.(ii) and Assumption 2.(ii) ensure

that the second-order condition of (6) holds (see Appendix A.5.1 for details). More

precisely, σMRD
< 2 ensures that the marginal revenue of U , defined by MRU(q) ≡

∂MRD(q)q
∂q

= MR′
D(q)q +MRD(q), is decreasing.29 Similarly, σMCU

> −2 ensures that

the marginal cost of D, defined by MCD(q) ≡ ∂MCU (q)q
∂q

= MC ′
U(q)q + MCU(q), is

increasing.30 Finally, the condition εMRD
> 1, analogous to εp > 1, ensures that U ’s

marginal revenue remains positive over the relevant range of quantities.31

The first-order condition of (6), which characterizes U ’s and D’s joint profit and its

division between them, is given by απ′
U(w)πD(w) + (1− α)π′

D(w)πU(w) = 0. For sim-

plicity and to facilitate correspondence with the graphical illustrations, we re-express

this first-order condition in q as follows:

απ′
U(q)πD(q) + (1− α)π′

D(q)πU(q) = 0 (7)

where πU(q) = (w(q)− r(q)) q and πD(q) = (p(q)− w(q)) q, which follows from the

strict monotonicity of q(w) over the range of values w ≥ wI and w ≤ wI .32 Interestingly,

(7) embeds every factor determining U ’s and D’s bargaining power in the vertical

supply chain.33 The first comes from the bargaining weight α, which captures any

asymmetry in firms’ relative bargaining ability.34 The second factor is captured by

πD(q) and πU(q), which represent D’s and U ’s gains from trade, respectively.35 The
29MRU (q) is the marginal revenue of firm U when making a take-it-or-leave-it offer to D—i.e., U

faces a demand curve given by MRD(q).
30MCD(q) is the marginal cost of firm D when making a take-it-or-leave-it offer to U—i.e., D faces

a supply curve given by MCU (q).
31Note that εMRD

> 1 can equivalently be expressed as εp > 3 − σp, which implies that consumer
demand is supermodular (see e.g., Mrázová and Neary, 2017). Supermodular demand functions in-
clude, among others, the CES, translog, and AIDS demand models. Supermodularity also holds under
linear demand when ϵp > 3, and in the logit demand model for sufficiently small values of q∗.

32By Assumption 1, MRD(q) is strictly decreasing and MCU (q) is strictly increasing. Hence,
from (3), we have w = MRD(q) ⇔ q = MR−1

D (w) for w ≥ wI . Similarly, from (5), we have
w = MCU (q) ⇔ q = MC−1

U (w) for w ≤ wI .
33See also Bonnet, Bouamra-Mechemache and Molina (2025), who discuss how (7) relates to the

notion of “equilibrium of fear”.
34This bargaining weight is often deemed to reflect some imprecisely defined asymmetries in the

bargaining power of firms (Roth, 1979). Using strategic models of bargaining, Binmore, Rubinstein
and Wolinsky (1986) demonstrates that this parameter may capture differences in bargainers’ beliefs
or asymmetries in the bargaining procedure.

35As each firm has a single trading partner, their status quo profits reduce to zero.
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last determinant of each firm’s bargaining power lies in π′
U(q) and π′

D(q), which have

opposite signs and reflect, respectively, U ’s and D’s costs of making a concession during

the negotiation (i.e., granting more favorable terms of trade to its trading partner).

Based on (3), (5), and Lemma 1, we solve Stage 1 anticipating the following three

subgame equilibria: (i) U and D announce the same quantity qI , (ii) U determines

the quantity traded in Stage 2, corresponding to wI > w(q) = MCU(q), and (iii) D

determines the quantity traded in Stage 2, corresponding to wI < w(q) = MRD(q).

4.2.1 When Bargaining Leads to Bilateral Efficiency

If both U and D announce the same quantity qI in Stage 2, this implies that, in Stage 1,

the wholesale price must satisfy w = wI = MRD(qI) = MCU(qI). Using w = MRD(q),

we rewrite (7) and evaluate it at qI , yielding:36

α (MRU(qI)−MCU(qI))︸ ︷︷ ︸
π′
U (qI)

πD(qI) + (1− α) (MRD(qI)−MRU(qI))︸ ︷︷ ︸
π′
D(qI)

πU(qI) = 0 (8)

As wI = MRD(qI) = MCU(qI), it follows that π′
U(qI) = −π′

D(qI). The equality of

firms’ concession costs implies that profit can be transferred between U and D without

reducing their joint profits. Thus, there is no bilateral inefficiency in equilibrium—that

is, π′
U(qI) + π′

D(qI) = 0—and (8) yields the following proposition:

Proposition 2 (Bilateral Efficiency) There exists a unique α = αI ≡ πU (qI)
πU (qI)+πD(qI)

=

εp−1

εp+εr
∈ [0, 1] such that the wholesale price is wI = MCU(qI) = MRD(qI), leading to

the vertically integrated outcome. The quantity exchanged is qI , the consumer price

is p(qI), the input price is r(qI), and U ’s markdown and D’s markup are respectively

given by:

νU =
MCU(qI)

r(qI)
=

εr + 1

εr
,

µD =
p(qI)

MRD(qI)
=

εp
εp − 1

.

36We could alternatively use w(q) = MCU (q) and evaluate (7) at qI , as both first-order conditions
are equivalent in qI (see Appendix A.3.1 for details).
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Consequently, U ’s margin is equal to MU = wI

r(qI)
= νU , D’s margin is equal to MD =

p(qI)
wI

= µD, and the supply chain margin is given by M = p(qI)
r(qI)

= νU × µD.

Proof. See Appendix A.3.2.

Proposition 2 provides two expressions for αI , highlighting the conditions under

which profit sharing and firms’ incentives to trade are efficiently aligned. The first

expression defines αI as U ’s share of the joint profit (or gain from trade) when the

equilibrium quantity is qI : αI = πU (qI)
πU (qI)+πD(qI)

.37 The second expression, αI = εp−1

εp+εr
,

depends solely on the supply and demand primitives. To gain intuition, consider the

case where εr(qI) is low relative to εp(qI). In this case, U ’s incentive to exert monopsony

power is stronger than D’s incentive to exert monopoly power. Given U ’s greater

incentive to reduce the quantity traded, bilateral efficiency (i.e., trading qI) requires

granting U a relatively high wholesale price (i.e., αI is close to 1). The logic is symmetric

when εp(qI) is low relative to εr(qI). A special case arises when εr → ∞, so that U

faces constant marginal costs as in the canonical bilateral monopoly model. With no

scope for monopsony power, bilateral efficiency is achieved only when D holds all the

bargaining power (i.e., αI = 0).

From Lemma 1, we know that for any w ̸= wI , the traded quantity falls below

qI . Consequently, any shift of bargaining power in favor of D (i.e., α < αI) or U (i.e.,

α > αI) induces a distortion in the vertical supply chain. We analyze these two cases

in turn below.

4.2.2 When Bargaining Leads to Double Markdownization

If both firms anticipate that U chooses the quantity in Stage 2, this implies that, in

Stage 1, the wholesale price satisfies w < wI . In this case, there is a positive relationship

between the negotiated wholesale price and the quantity traded, pinned down by w =

37In our baseline analysis, both U ’s and D’s status quo profit are equal to zero. Suppose instead that
U ’s (resp. D’s) status quo profit equals πU (resp. πD). In this case, the negotiation leads to bilateral
efficiency when α = αE = πU (qI)−πU

πU (qI)−πU+πD(qI)−πD
, where the subscript E stands for efficiency. Hence,

when πU−πU (qI)
πD(qI)−πD(qI)

= πU (qI)
πD(qI)

, we have αI = αE . However, if status quo profits increase U ’s relative
gain from trade compared to D (say, by raising πD), then αE > αI . In this case, U ’s bargaining
position is weakened, narrowing the range of α ∈]αE , 1] for which U is considered powerful.
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MCU(q). We thus have πU(q) = MCU(q)q − r(q)q and πD(q) = p(q)q −MCU(q)q. As

MCU(q) is increasing in q, it follows that π′
U(q) > 0 and π′

D(q) < 0 over the relevant

range of conflict for bargaining. More precisely, the first-order condition (7) becomes:

α (MCD(qν)−MCU(qν))︸ ︷︷ ︸
π′
U (qν)

πD(qν) + (1− α) (MRD(qν)−MCD(qν))︸ ︷︷ ︸
π′
D(qν)

πU(qν) = 0 (9)

where qν denotes the equilibrium quantity. As MCU(qν) < MRD(qν), we have π′
U(qν) >

−π′
D(qν), meaning that U ’s concession cost exceeds that of D in equilibrium. Bilateral

efficiency would thus require D to concede a more favorable trading term to U , resulting

in a larger quantity being traded. However, as D is powerful, it can drive the wholesale

price below wI , implying that qν < qI . To gain further insight, we rearrange (7) as

follows:

MRD(qν) = M̃CD(qν , α) (10)

where M̃CD(q, α) ≡ βU(q, α)MCU(q)+(1− βU(q, α))MCD(q) and βU(q, α) ≡ α
1−α

πD(q)
πU (q)

.

In equilibrium, βU(qν , α) = −π′
D(qν)

π′
U (qν)

∈ [0, 1).38 Thereby, βU(qν , α) measures U ’s degree

of countervailing seller power, which increases in its relative bargaining weight ( α
1−α

)

and D’s relative gains from trade vis-à-vis U (πD

πU
). An increase in βU(qν , α) reflects a

concession from D to U , narrowing the gap between their concession costs and push-

ing qν closer to qI .39 Specifically, when D holds all the bargaining power, we have

βU(qν̄ , 0) = 0, implying that (10) boils down to MCD(qν̄) = MRD(qν̄)—i.e., D makes

a take-it-or-leave-it offer to U . When α ∈ (0, αI), we have βU(qν , α) > 0, which shifts

M̃CD(qν , α) towards MCU(qν) such that M̃CD(qν , α) ∈ (MCD(qν),MCU(qν)). As

MRD(q) decreases in q, the equilibrium quantity qν characterized by (10) increases,

thereby reducing the inefficiency. Finally, when α tends to αI , we have βU(qν , αI) = 1,

and (10) reduces to MCU(qν) = MRD(qν), yielding the vertically integrated outcome

qν = qI . Based on this reasoning, we derive the following proposition:

38This is a direct rewriting of (9). See Appendix A.4.4 for a proof that βU (qν , α) ∈ [0, 1).
39As π′

U (qν) = MC ′
U (qν)qν and −π′

D(qν) = MC ′
U (qν)qν − [MRD(qν)−MCU (qν)], one can see that

the gap between both concession costs, and therefore the inefficiency, increases in the wedge between
MRD(qν) and MCU (qν).
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Proposition 3 (Double Markdownization) When D is powerful (α < αI), the

wholesale price is wν = MCU(qν) < wI , the quantity exchanged is qν < qI , the consumer

price is p(qν) > p(qI), and the input price is r(qν) < r(qI). Double marginalization

arises from D’s buyer power, which charges a markdown given by:

νD =
MRD(qν)

w(qν)
=

εMCU
+ (1− βU(qν , α))

εMCU

=
(εp − 1)(α(εr + 1) + (1− α)(εMCU

+ 1))

αεp(εr + 1) + (1− α)(εp − 1)εMCU

and adds up to U ’s markdown given by νU = MCU (qν)
r(qν)

= ϵr+1
ϵr

. D’s markup is equal to

µD = p(qν)
MRD(qν)

= εp
εp−1

, whereas U does not charge any markup (µU = w(qν)
MCU (qν)

= 1).

Consequently, U ’s margin is equal to MU = wν

r(qν)
= νU , D’s margin is equal to MD =

p(qν)
wν

= νD × µD, and the supply chain margin is given by:

M = p(qν)
r(qν)

= νU × νD × µD.

Proof. Appendix A.4.2 derives the expression for D’s markdown, and Appendix A.4.3

characterizes the set of equilibria. Appendix A.8.2 provides formal derivations of the

markup and markdown expressions based on the definitions introduced in Section 2.

Proposition 3 establishes that D exercises monopsony power by charging a mark-

down below its marginal revenue when purchasing from U . This markdown adds up to

U ’s markdown due to its monopsony power in the input market. The resulting double

markdownization, which leads to the inefficient outcome qν < qI , is hereby identified

as a novel source of double marginalization.

As in the vertically integrated outcome, U ’s markdown (νU) and D’s markup

(µD) are governed by the elasticities of supply and demand, respectively, reflecting

U ’s monopsony power in the input market and D’s monopoly power in the product

market. Interestingly, D’s markdown (νD) depends on two other factors. First, it

decreases with U ’s countervailing seller power (βU), ranging from νD =
εMCU

+1

εMCU

when

βU = 0 to νD = 1 when βU = 1. As βU increases with α and with D’s relative gain from

trade vis-à-vis U , νD also declines with both bargaining forces. Furthermore, because
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Figure 3: Equilibrium with Double Markdown (0 < α < αI).

Notes: The figure is drawn under the demand function p(q) = p − 1
3q and supply function r(q) =

r + 1
3q. The purple segment represents the set of equilibrium wholesale price-quantity pairs, with

wν = MCU (qν), as α ranges from 0 to αI . The red arrow labeled µD and the blue arrows labeled νD
and νU represent, respectively, the markup and markdown wedges in differences.

D’s relative gain from trade vis-à-vis U increases with µD, D’s markup and markdown

are negatively related.40 Second, in the same way that νU decreases with the input

supply elasticity (εr), νD declines with U ’s supply elasticity (εMCU
).41

Figure 3 illustrates the equilibrium described in Proposition 3 for a given α ∈

(0, αI), using linear demand and supply functions. In equilibrium, the wholesale price

is wν = MCU(qν), where the traded quantity qν satisfies (10). The purple segment

represents the set of equilibrium wholesale price–quantity pairs as α ranges from 0

(left endpoint) to αI (right endpoint). When α = 0, βU(qν , α) = 0 and (10) boils

down to MRD(qν) = MCD(qν), defining the equilibrium quantity qν . When α = αI ,

βU(qν , αI) = 1 and (10) boils down to MRD(qν) = MCU(qν), yielding qI .

4.2.3 When Bargaining Leads to Double Markupization

If both firms anticipate that D chooses the quantity in Stage 2, this implies that,

in Stage 1, the wholesale price satisfies w > wI . In this case, there is a negative

relationship between the negotiated wholesale price and the quantity traded, pinned
40See Online Appendix OA1 for further details.
41As εMCU

= εr+1
σr+2 , it further implies that νD decreases with the input supply elasticity εr and

increases with its curvature σr.
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down by w = MRD(q). We thus have πU(q) = MRD(q)q − r(q)q and πD(q) = p(q)q −

MRD(q)q. As MRD(q) is decreasing in q, it follows that π′
U(q) < 0 and π′

D(q) > 0 over

the relevant range of conflict for bargaining. More precisely, the first-order condition

(7) becomes:

α (MRU(qµ)−MCU(qµ))︸ ︷︷ ︸
π′
U (qµ)

πD(qµ) + (1− α) (MRD(qµ)−MRU(qµ))︸ ︷︷ ︸
π′
D(qµ)

πU(qµ) = 0 (11)

where qµ denotes the equilibrium traded quantity. As MCU(qµ) > MRD(qµ), we have

π′
U(qµ) < −π′

D(qµ), meaning that D’s concession cost exceeds that of U in equilibrium.

Bilateral efficiency would thus require U to concede a more favorable trading term

to D, resulting in a larger quantity being traded. However, as U is powerful, it can

drive the wholesale price above wI , implying that qµ < qI . As in Section 4.2.2, we can

rearrange (11) as follows:

MCU(qµ) = M̃RU(qµ, α) (12)

where M̃RU(q, α) ≡ βD(q, α)MRD(q)+(1− βD(q, α))MRU(q) and βD(q, α) ≡ 1−α
α

πU (q)
πD(q)

.

In equilibrium, βD(qµ, α) = −π′
U (qµ)

π′
D(qµ)

∈ [0, 1).42 Thereby, βD(qµ, α) measures D’s de-

gree of countervailing buyer power. The reasoning is analogous to that described in

Section 4.2.2. When βD(qµ, 1) = 0, U makes a take-it-or-leave-it offer to D and the

equilibrium quantity qµ is defined by MCU(qµ) = MRU(qµ). As MCU(q) increases

in q, the equilibrium quantity qµ characterized by (12) increases, thereby reducing the

inefficiency. Finally, when α tends to αI , we have βD(qµ, αI) = 1, implying that (12) re-

duces to MCU(qµ) = MRD(qµ). This last case corresponds to the vertically integrated

outcome, where qµ = qI . Based on this reasoning, we derive the following proposition:

Proposition 4 (Double markupization) When U is powerful (α > αI), the whole-

sale price is wµ = MRD(qµ) > wI , the quantity exchanged is qµ < qI , the consumer

price is p(qµ) > p(qI), and the input price is r(qµ) < r(qI). Double marginalization

42This is a direct rewriting of (11). See Appendix A.5.4 for a proof that βD(qµ, α) ∈ [0, 1).

23



arises from U ’s seller power, which charges a markup given by:

µU =
wµ

MCU(qµ)
=

εMRD

εMRD
− (1− βD(qµ, α))

=
αεMRD

(εr + 1) + (1− α)(εp − 1)εr
(εr + 1)(α(εMRD

− 1) + (1− α)(εp − 1))

and adds up to D’s markup given by µD = p(qµ)

MRD(qµ)
= εp

εp−1
. U ’s markdown is equal to

νU = MCU (qµ)

r(qµ)
= εr+1

εr
, whereas D does not charge any markdown (νD = MRD(qµ)

wµ
= 1).

Consequently, U ’s margin is equal to MU = wµ

r(qµ)
= νU × µU , D’s margin is equal to

MD = p(qµ)

wµ
= µD, and the supply chain margin is given by:

M = p(qµ)

r(qµ)
= νU × µU × µD.

Proof. Appendix A.5.2 derives the main expression for U ’s markup, and Appendix A.5.3

characterizes the set of equilibria. Appendix A.8.2 provides formal derivations of the

markup and markdown expressions based on the definitions introduced in Section 2.

Proposition 4 establishes that U exercises monopoly power by charging a markup

over its marginal cost when selling to D. This markup adds up to D’s markup due

to its monopoly power in the product market. The resulting double markup gives rise

to the classical Cournot-Spengler double marginalization phenomenon, leading to an

inefficient outcome (qµ < qI).

Interestingly, U ’s markup µU depends on two factors. First, µU decreases with D’s

countervailing buyer power (βD), ranging from µU =
εMRD

εMRD
−1

when βU = 0 to µU = 1

when βD = 1. As βD increases with 1−α and with U ’s relative gain from trade vis-à-vis

D, µU also decreases with these two bargaining forces. Moreover, as U ’s relative gain

from trade vis-à-vis D increases with νU , there is a negative relationship between νU

and µU .43 Second, just as µD decreases with the elasticity of consumer demand (εp),

µU reduces with D’s demand elasticity (εMRD
).44

43Using νU = εr+1
εr

and rewritting µU =
αεMRD

νU+(1−α)εp
νUα(εMRD

−1)+(1−α)(εp−1) , it follows that ∂µU

∂νU
=

− (1−α)(εp−1)

ν2
U (εp−1+α(εMRD

−εp))
≤ 0 (see Online Appendix OA1 for further details).

44As εMRD
=

εp−1
2−σp

, it further implies that µU decreases with the consumer demand elasticity εp
and increases with its curvature σp.
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νU

Figure 4: Equilibrium with Double Markup (αI < α < 1).

Notes: The figure is drawn under the demand function p(q) = p − 1
3q and supply function r(q) =

r + 1
3q. The purple segment represents the set of equilibrium wholesale price–quantity pairs, with

wµ = MRD(qµ), as α ranges from αI to 1. The red arrows labeled µD and µU , and the blue arrow
labeled νU represent, respectively, the markup and markdown wedges in differences.

Figure 4 illustrates the equilibrium described in Proposition 4 using linear demand

and supply functions for a given α ∈ [αI , 1]. In equilibrium, wµ lies on MRD and

satisfies (12), which determines qµ. The set of equilibrium wholesale price-quantity

pairs is represented by the purple segment as α ranges from αI (right endpoint) to 1

(left endpoint).

4.2.4 Taking Stock

We summarize the key findings from Propositions 2 to 4. First, there exists a unique

bargaining weight αI ∈ [0, 1] such that U ’s seller power and D’s buyer power exactly

offset each other (µU = 1 and νD = 1), thereby achieving bilateral efficiency (Proposi-

tion 2). For α ̸= αI , bilateral inefficiency arises either from D’s excessive buyer power

(α < αI), resulting in double markdownization (Proposition 3), or U ’s excessive seller

power (α > αI), resulting in double markupization (Proposition 4).

Interestingly, for given demand and supply primitives, there exist two distinct

values of α ̸= αI (i.e., one below and one above αI) that lead to the same inefficient

quantity q < qI .45 Both equilibria yield identical consumer and input supplier prices
45Figure 5 illustrates this point in the case of linear demand and supply functions.
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(p(q) and r(q)) as well as the same degree of market power exerted at the two ends

of the vertical supply chain (νU and µD). However, and most importantly, they differ

in the wholesale price and in the nature of the distortion: one equilibrium involves

double markdownization (νD > 1), whereas the other features double markupization

(µU > 1). In what follows, we show that identifying whether inefficiency stems from

double markup or double markdown is crucial for the design of policy interventions.

5 Welfare Effects of Buyer and Seller Power

We now analyze the effect of a change in the distribution of bargaining power on

equilibrium outcomes. Specifically, we consider changes in the bargaining weight α (as

in, e.g., Chen, 2003; Gaudin, 2018).46 We formalize the effects of such variations in

the following corollary, which is illustrated in Figure 5, where the purple (resp. green)

segment depicts the set of equilibrium pairs (w, q) as α ranges from 1 (resp. 0) to αI

and the arrows indicate the direction of the variation:

Corollary 1 Welfare increases when α moves toward αI . Specifically:

• When U is powerful (α > αI), an increase in D’s bargaining power countervails

U ’s seller power: both U ’s markup µU and the supply chain margin M = νU ×

µU × µD decline, increasing the quantity traded qµ and welfare.

• When D is powerful (α < αI), an increase in U ’s bargaining power countervails

D’s buyer power: both D’s markdown νD and the supply chain margin M =

νU × νD × µD decline, increasing the quantity traded qν and welfare.

• When α = αI , U ’s seller power and D’s buyer power fully countervail each other:

µU = νD = 1, and both the supply chain margin M = νU × µD = MI and welfare

reach their vertical integration value.

46Shifts in α are exogenous changes in the distribution of bargaining power along the vertical supply
chain. More broadly, changes in the distribution of bargaining power can arise from various sources
affecting firms’ relative gains from trade, including changes in market structure (e.g., consolidation,
entry, or exit) or firms’ strategies (e.g., forming a buying alliance). Modeling these endogenous sources
of changes in the distribution of bargaining power would require a model of vertical relations with
competition at (at least) one level of the supply chain, which we leave as an avenue for future research.
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Figure 5: Effects of Countervailing Buyer and Seller Power.

Notes: The figure is drawn under the demand function p(q) = p− 1
3q and supply function r(q) = r+ 1

3q.

The countervailing buyer power effect that emerges when U is powerful has been

extensively discussed in the literature (see, e.g., Snyder, 2008). It refers to the welfare-

improving effect of increasing D’s bargaining power (lower α, higher βD(qµ, α)), which

mitigates double marginalization by reducing U ’s markup, and, ultimately, the supply

chain margin. Corollary 1 sheds light on a novel mechanism that arises when D is

powerful. In this case, although U charges no markup, D exercises monopsony power

by charging a markdown (Proposition 3). Consequently, further increases in D’s bar-

gaining power exacerbate double marginalization by raising D’s markdown. Instead,

the countervailing seller power theory applies: increasing U ’s bargaining power (higher

α, higher βU(qν , α)) offsets D’s monopsony distortion, thereby reducing D’s markdown

and ultimately the supply chain margin. In the case where α = αI , U ’s seller power and

D’s buyer power fully countervail each other. As a result, the supply chain reaches the

vertical integration outcome, achieving bilateral efficiency and maximizing welfare.47

Corollary 1 indicates that the welfare effects of buyer and seller power depend on

the nature of the distortion arising in equilibrium (i.e., double markup or markdown).

To gain further insights on how countervailing buyer or seller power affects the different
47It is worth noting that welfare is maximized conditional on U ’s monopsony power and D’s

monopoly power, yielding a second-best outcome where qI < qW .
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welfare components, we establish the following corollary:

Corollary 2 As α moves toward αI , distributional welfare effects are as follows:

• If U is powerful (αI < α), increasing D’s bargaining power benefits consumers,

input suppliers, and D, but reduces U ’s profit.

• If D is powerful (α < αI), increasing U ’s bargaining power benefits consumers,

input suppliers, and U , but reduces D’s profit.

Proof. See Appendix A.6.

Corollary 2 uncovers an additional channel through which countervailing buyer

power improves welfare: when U is powerful (α > αI), an increase in D’s bargaining

power raises the quantity exchanged and, in turn, increases input suppliers’ surplus.

As the countervailing buyer power theory has typically been formalized in settings with

constant marginal costs, to the best of our knowledge, this latter effect has not been

previously identified in the literature.48 Moreover, the corollary also highlights that

both countervailing buyer and seller power hurt the powerful firm in the vertical supply

chain and benefit all other agents.

By affecting the traded quantity, it is worth noting that changes in α also indirectly

influence D’s markup and U ’s markdown. These indirect effects, which crucially depend

on the shape of supply and demand functions, may either amplify or attenuate the

distortion stemming from U ’s monopsony power and D’s monopoly power. However,

as established in the following remark, these effects are second-order:

Remark 1 The welfare gains from moving α toward αI are smaller (resp. larger)

when the demand and supply functions are subconvex (resp. superconvex).

Proof. See Appendix A.7.

To illustrate, consider the case where U is powerful. As stated in Corollary 1,

any decrease in α mitigates U ’s markup and the double marginalization phenomenon
48The input supply function reflects the aggregation of heterogeneous individual supply decisions

(whether by firms or workers). Accordingly, an increase in the quantity traded can raise input suppli-
ers’ surplus both by increasing supply among those already active (intensive margin) and by drawing
new participants into the production process (extensive margin).
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described in Proposition 4.49 However, the extent to which the resulting decrease in

U ’s markup is passed on to the input and consumer prices ultimately depends on the

shape of supply and demand functions. If demand is subconvex (∂εp
∂q

< 0), D’s markup

increases with q, implying incomplete pass-through to the consumer price.50 Likewise,

if supply is subconvex (∂εr
∂q

< 0), U ’s markdown increases with q, implying incomplete

pass-through to the input price. Hence, the welfare gains from reducing U ’s markup

by decreasing α are smaller under subconvex demand and supply. By contrast, these

gains are larger under superconvex demand and supply (i.e., ∂εp
∂q

> 0 and ∂εr
∂q

> 0,

respectively), as both U ’s markdown and D’s markup decrease with q.

6 Price Floor Regulation

It is well known that minimum wages can increase employment in the presence of

monopsony power (e.g., Robinson, 1933; Stigler, 1946). More broadly, price floors are

often used as a policy tool to counteract the market power of firms when purchasing

their inputs.51 In this section, we use our bilateral monopoly model to examine the

welfare effects of an input price floor regulation. Specifically, we determine the opti-

mal price floor policy, defined as the price floor level that maximizes the equilibrium

quantity traded. By symmetry, the analysis applies to a cap on the consumer price.52

We begin by characterizing the optimal price floor under vertical integration, which

serves as a benchmark for analyzing this policy in our vertical supply chain framework

with bargaining. In both cases, we consider a price floor r that affects the input price

schedule as follows. The price floor is binding whenever U purchases a quantity q ≤ q at

r, where q is the threshold quantity such that r = r(q). When U purchases a quantity

49The reasoning is symmetric when D is powerful and α increases, mitigating D’s markdown.
50The term “subconvex” demand, introduced by Mrázová and Neary (2019), refers to demand func-

tions that are less convex than the CES demand (see also Mrázová and Neary, 2017). It is also called
“Marshall’s Second Law of Demand” as it captures the idea that consumers become more price-elastic
at higher prices, a property most demand systems satisfy. Although supply subconvexity has received
less attention, it is consistent with recent empirical evidence from Boehm and Pandalai-Nayar (2022)
for U.S. industries and Avignon and Guigue (2022) for the French milk market.

51To support farmer revenues, many countries have introduced either temporary or permanent price
floors in agricultural markets (e.g., the U.S. raw milk market). See Avignon and Guigue (2025) for
further discussion.

52Price caps on food products are often proposed as a way to protect consumers, especially during
periods of high inflation (e.g., Aparicio and Cavallo, 2021).
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q > q, the price floor is not binding, and the input price reverts to r(q). Accordingly,

the input supply curve becomes perfectly elastic for q ≤ q (i.e., εr → ∞), and remains

unchanged otherwise.

6.1 Vertical Integration

We analyze the optimal input price floor policy under vertical integration. When the

price floor is binding, the input supply curve is flat and I’s marginal cost becomes

constant—that is, MCI(q) = r when q ≤ q. We obtain the following proposition:

Proposition 5 (Optimal Input Price Floor under Vertical Integration) Under

vertical integration, the optimal input price floor is rI = r(qI), where qI is defined by

MRI(qI) = r(qI). The price floor rI increases the equilibrium quantity, qI ∈ (qI , qW ),

decreases the equilibrium consumer price, p(qI) ∈ (p(qI), p(qW )), and increases the equi-

librium input price, r(qI) ∈ (r(qI), r(qW )). I’s markdown is eliminated, νI =
MRI(qI)

r(qI)
=

1 and I’s markup and margin are given by µI =
p(qI)

MCI(qI)
= εp

εp−1
, and MI =

p(qI)

r(qI)
= µI ,

respectively.

Proof. See Appendix C.1.

Raising the price floor r involves the following trade-off. On the one hand, it

increases the cost perceived by I for any q < q, which reduces the quantity I is willing

to purchase. On the other hand, it also increases the quantity threshold q below which I

faces a flat supply curve, preventing the exercise of monopsony power. As in Hernández

and Cantillo-Cleves (2024), the optimal price floor is such that I’s demand meets what

input suppliers are willing to offer at that price floor, that is, rI = MRI(qI) = r(qI). To

see this, consider a (binding) price floor r set below rI . We obtain r = r(q) < MRI(q),

implying that I is willing to purchase more than the quantity input suppliers are willing

to offer at r. However, as MRI(q) < MCI(q), I will not purchase more than q. Thus,

I’s profit-maximizing quantity under r is q, and the traded quantity can be increased

by raising the price floor. In contrast, if the price floor r is set above rI , then I is

willing to purchase less than qI as MRI(q) is decreasing.53

53More precisely, I’s profit-maximizing quantity is such that MRI(q) = r > rI = MRI(qI).
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In equilibrium, the optimal price floor eliminates the monopsony distortion (vI =

1) by making input supply perfectly elastic, thereby improving welfare (qI > qµ).

However, as consumer demand remains unaffected, monopoly power persists, with

µI =
p(qI)

r(qI)
> 1. This remaining distortion depresses the optimal price floor below the

competitive input price level (r < r(qW )), resulting in a quantity below the competitive

level, qI < qW . This wedge narrows as demand becomes more elastic. In the limit case

where εp → ∞, the optimal price floor implements the competitive allocation, as

qI → qW .

6.2 Vertical Supply Chain

We now examine the optimal input price floor policy within our bilateral monopoly

model. When the price floor is binding, the marginal costs of U and D become con-

stant, eliminating their ability to exert monopsony power. Specifically, as U ’s marginal

constant marginal is flat for all q ≤ q, it is willing to supply q at any w > r. Thus, when

anticipating that the price floor is binding, U and D bargain under the expectation that

D will subsequently determine the quantity traded (w(q) = MRD(q)). Note that this

coincides with the canonical model of vertical relationships with double markup and

constant marginal costs. In this context, the optimal price floor policy is characterized

in the following proposition:

Proposition 6 (Optimal Input Price Floor in a Vertical Supply Chain) For a

given α, the optimal input price floor is rµ = r(qµ), where qµ is defined by M̃RU(qµ, α) =

r(qµ). The wholesale price is wµ = MRD(qµ) > wI , the quantity exchanged and wel-

fare increase, qµ ∈ (q⋆, qI), consumer surplus increases, p(qµ) ∈ (p(q⋆), p(qI)), and

input supplier surplus increases, r(qµ) ∈ (r(q⋆), r(qI)), where q⋆ = qν if α < αI and

q⋆ = qµ otherwise. Neither U nor D charges a markdown, νU = νD = 1, but double

marginalization persists due to U ’s seller power, resulting in a markup given by:

µU =
wµ

rµ
=

εMRD

εMRD
− (1− βD(qµ, α))

=
αεMRD

+ (1− α)(εp − 1)

α(εMRD
− 1) + (1− α)(εp − 1)

,

which adds up to D’s markup, given by µD =
p(qµ)

MRD(qµ)
= εp

εp−1
. Consequently, U ’s
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margin is equal to MU =
wµ

r(qµ)
= µU , D’s margin is equal to MD =

p(qµ)

wµ
= µD, and the

supply chain margin is equal to M =
p(qµ)

r(qµ)
= µU × µD.

Proof. See Appendix C.2.1.

Several comments are in order. We first focus on the characterization of the optimal

price floor policy before discussing its welfare implications.

Under vertical integration, Proposition 5 establishes that the optimal price floor is

uniquely determined by demand and supply primitives, with residual inefficiency stem-

ming from I’s monopoly power. In a vertical supply chain, Proposition 6 highlights

that the optimal price floor also depends on the distribution of bargaining power be-

tween U and D, as the remaining distortion arises from double markupization, which

increases with α. Specifically, the price floor is such that the quantity the vertical

supply chain (U and D) is willing to purchase equals the quantity input suppliers are

willing to offer at the price floor—that is, M̃RU(qµ) = rµ = r(qµ). Following the same

reasoning as under vertical integration, a higher price floor would reduce the quantity

the vertical chain is willing to trade, and a lower (binding) price floor would instead

reduce the quantity input suppliers are willing to offer at that price.

As in the vertical integration case, the optimal price floor eliminates the monopsony

distortion along the vertical supply chain (νU = νD = 1). However, the monopoly

distortion persists in the form of double markupization, with M =
p(qµ)

r(qµ)
> 1. This

remaining distortion explains the dependence of the optimal price floor on α, which is

summarized in the following corollary:

Corollary 3 The optimal input price floor r(qµ) and equilibrium quantity qµ decrease

in α.

Proof. See Appendix C.2.2.

The remaining markup distortion is greater than under vertical integration, im-

plying that rµ ≤ rI and qµ ≤ qI . The resulting efficiency loss decreases with D’s

countervailing buyer power (i.e., as α decreases), as highlighted in Proposition 4. In

particular, in the limit case where α = 1, double markup distortion is maximized,
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the optimal price floor is at its lowest level, and the equilibrium quantity is such that

MRU(qµ) = r(qµ). Conversely, when α = 0, double markupization is eliminated, and

the vertically integrated outcome under optimal price floor is achieved as the equilib-

rium quantity is such that MRD(qµ) = r(qµ), with qµ = qI .

Proposition 6 also establishes that the optimal price floor always benefits input

suppliers, consumers, and welfare. Its welfare-improving effects arise from the elim-

ination of the monopsony distortion, which increases the traded quantity and yields

more favorable prices for both consumers and input suppliers relative to the situation

without the price floor (i.e, a lower consumer price and a higher input price). These

welfare gains are the largest when D is powerful (α < αI), as the primary source

of inefficiency in the absence of a price floor stems from monopsony power (double

markdownization).54 Importantly, the policy reverses the welfare implications of D’s

bargaining power: whereas it exacerbates double markdownization in the absence of

regulation, it countervails U ’s seller power under the price floor. Hence, the welfare

gains from the price floor policy decline with α ∈ [0, αI ]. This reasoning implies that

the welfare gains from the policy are more modest when U is powerful (α > αI). In

the limiting case εr → ∞ (i.e., αI → 0), the canonical model of vertical relation-

ships emerges, where inefficiency stems exclusively from double markup. Absent any

monopsony distortion, a welfare-improving price floor policy is not feasible: any price

floor set above the equilibrium input price would raise U ’s (constant) marginal cost,

reduce the traded quantity, and lower welfare. This result underscores the importance

of identifying the nature of double marginalization, as knowing the magnitude of the

distortion but not its type (i.e., double markupization or markdownization) may lead

to a suboptimal, or even detrimental, price floor regulation.

Finally, it is worth noting that the effects of the optimal price floor on firms’

profits are ambiguous. When U is powerful (α > αI), the optimal price floor always

hurts U and benefits D (see Appendix C.2.3 for details). However, when D is powerful

(α < αI), the effects on U ’s and D’s profits depend on the specific forms of the demand

and supply functions. Under linear demand and supply, we obtain that the optimal

price floor always reduces U ’s profit, but its effect on D’s profit remains ambiguous.
54Figure 7 in Appendix C.2.4 provides an illustrative example.
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7 Discussion

In what follows, we discuss the robustness of our main findings to two key modeling

assumptions: that U and D bargain over a linear wholesale price (Section 7.1), and

that U ’s increasing marginal cost arises from the presence of imperfectly elastic input

suppliers (Section 7.2).

7.1 Two-part Tariff Contract

In the absence of contractual frictions, it is well-known that a two-part tariff contract

suffices to eliminate the double marginalization problem and restore efficiency (e.g.,

Mathewson and Winter, 1984).55 However, double marginalization may persist when

financial or contractual frictions prevail (e.g., Rey and Tirole, 1986; Bernheim and

Whinston, 1998; Nocke and Thanassoulis, 2014; Calzolari, Denicolò and Zanchettin,

2020). In what follows, we demonstrate that our main findings remain valid when firms

bargain over a two-part tariff contract (w,F ), provided there exists frictions limiting

the use of the fixed fee to transfer surplus between firms (i.e., utility is not perfectly

transferable).56 As in Calzolari, Denicolò and Zanchettin (2020), we remain fairly

agnostic about the precise source of friction and discuss potential microfoundations at

the end of this section.

Under a two-part tariff contract, the profit functions for U and D are defined as

ΠU(q) ≡ (w(q)− r(q)) q+F = πU(q)+F and ΠD(q) ≡ (p(q)− w(q)) q−F = πD(q)−F ,

respectively. We allow F to be either positive (transfer from D to U) or negative

(transfer from U to D), but assume the following restriction: F ≤ F ≤ F . Specifically,

when F > 0, we assume that the fixed fee D pays to U cannot exceed F . Similarly,

when F < 0, we assume that the fixed fee D receives from U cannot exceed F .57

55In this case, the wholesale price is efficiently set at U ’s marginal cost, the quantity traded in
equilibrium is qI , D’s markup is given by µI , and U ’s markdown is given by νI .

56Importantly, the preservation of our results hinges on the fact that w is used as a surplus-sharing
tool. This contrasts with settings where the upward distortion on w serves other purposes, such as
incentivizing efforts to maximize U ’s and D’s joint profit (e.g., de Cornière and Taylor, 2021).

57This modeling assumption reflects a situation where transferring surplus between firms through
F is costless as long as F ≤ F ≤ F , and becomes infinitely costly otherwise. Calzolari, Denicolò and
Zanchettin (2020) adopt an alternative approach where U receives F when D pays (1 + µ)F (with
µ ≥ 0), implying that the use of F creates deadweight losses. Under this alternative approach, it is

34



The sequence of play mirrors that described in Section 4. Specifically, in Stage 1,

U and D negotiate a two-part tariff contract (w,F ). In Stage 2, firms simultaneously

announce the quantities they are willing to trade and, due to voluntary exchange, the

quantity traded is the minimum of the two announced quantities. As the fixed fee F

never affects firms’ quantity choice, the resolution of Stage 2 is similar to that described

in Lemma 1, where the quantity traded in equilibrium is q(w) = min{q̃U(w), q̃D(w)}.

In Stage 1, U and D bargain over (w,F ) anticipating the effect of w on the quantity

determined in Stage 2. We determine the equilibrium two-part tariff by solving the

following maximization problem:58

max
q,F

ΠU(q, F )αΠD(q, F )1−α subject to F ≤ F ≤ F

Three types of equilibria may arise, depending on whether: (i) the constraint on F

is not binding, (ii) the upper bound is binding (F = F ), or (iii) the lower bound is

binding (F = F ). For the sake of conciseness, we refer to Appendix D for details and

summarize our results in the following proposition:

Proposition 7 (Two-Part Tariff under Frictions) When F > −πU(qI) and F <

πD(qI), frictions constraining the fixed fee prevail, and the set of equilibria with a two-

part tariff is characterized as follows:

(i) When α < α < α, with α ≡ πU (qI)+F
πU (qI)+πD(qI)

and α ≡ πU (qI)+F
πU (qI)+πD(qI)

, an equilibrium

replicating the vertically integrated outcome arises.

(ii) When α < α < 1, an equilibrium with double markup arises. The quantity traded

is q̂µ, with qI ≥ q̂µ ≥ qµ, the wholesale price is ŵµ = MRD(q̂µ), the fixed fee is

F , the consumer price is p(q̂µ) ≥ p(qI), and the input price is r(q̂µ) ≤ r(qI).

(iii) When 0 < α < α, an equilibrium with double markdown arises. The quantity

traded is q̂ν, with qI ≥ q̂ν ≥ qν, the wholesale price is ŵν = MCU(q̂ν), the fixed

fee is F , the consumer price is p(q̂ν) ≥ p(qI), and the input price is r(q̂ν) ≤ r(qI).

worth noting that we would obtain similar results by assuming that the cost of transferring surplus,
denoted by µ(F ), is increasing and weakly convex in F .

58It is worth noting that maximizing the Nash product with respect to (q, F ), given that w(q) =
MRD(q) or w(q) = MCU (q), is equivalent to maximizing with respect to (w,F ).
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α

0 1α αI α

F̂ = F
q̂ν < qI

F̂ = απD(qI)− (1− α)πU (qI)

q̂ = qI

F̂ = F
q̂µ < qI

Figure 6: Equilibrium quantity and fixed fee in the presence of frictions.

When frictions prevent firms from setting the fixed fee to its optimal level—given

by απD(qI) − (1 − α)πU(qI)—double marginalization arises. This distortionary out-

come emerges in two distinct cases. When α ≥ α, as described in Proposition 4, U

exercises monopoly power by charging a markup over its marginal cost when selling

to D, resulting in the double markup outcome. Conversely, when α ≤ α, the logic

follows Proposition 3, where D exercises monopsony power by charging a markdown

below its marginal revenue when purchasing from U , giving rise to the double mark-

down outcome. Although the underlying distortion remains of the same nature, it is

less severe than under a linear wholesale contract, provided that frictions are not too

extreme (i.e., F > 0 and F < 0). Figure 6 illustrates Proposition 7 by depicting the

three types of equilibria that arise depending on the bargaining weight α.

Proposition 7 highlights that our main findings extend to the case in which U

and D bargain over a two-part tariff contract, provided that frictions constraining the

fixed fee are present. One rationale for such frictions is when the fixed fee must be

paid upfront, but firms have access to imperfect financial markets, leading to liquidity

constraints. An alternative microfoundation consists of introducing some uncertainty

in the realization of consumer demand. For instance, consider a simple setting with two

states of consumer demand: low and high. Suppose U and D bargain over a two-part

tariff contract before demand is realized, and the fixed fee is paid only afterward. In

the low-demand state, either D or U may be unable to fulfill the agreed-upon payment,

especially if it is large. Anticipating this possibility, U and D may prefer to limit the

fixed fee and distort the marginal price upward to avoid an ex-post breakdown of their
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trading relationship.59

7.2 Increasing Upstream Marginal Cost without Monopsony

Power

The novel type of double marginalization, identified as double markdownization in

Proposition 3, stems from the assumption that U faces imperfectly elastic input sup-

pliers, implying that its marginal cost is increasing. In this section, we argue that a

closely related distortion may also arise when U ’s marginal cost is increasing for rea-

sons unrelated to input supply elasticity. To see this, consider a variant of our bilateral

monopoly model in which U is vertically integrated with its input suppliers. Denote

this integrated entity UI .60 In Stage 2, UI ’s optimal quantity of input to produce and

sell to D is given by:

q̃UI
(w) ∈ argmax

qUI

πUI
≡ wqUI

−
∫ qUI

0

r(x) dx, (13)

which yields the first-order condition r(q̃UI
(w)) = w. In this setting, bilateral effi-

ciency is achieved when the quantity q̆I , defined by MRD(q̆I) = r(q̆I), is exchanged,

as it replicates the outcome when UI and D are vertically integrated. Proceeding

analogously to Section 4.2, one can show that this efficient outcome obtains when

α = ᾰI =
πUI

(q̆I)

πUI
(q̆I)+πD(q̆I)

. Otherwise, bilateral inefficiency arises in two distinct forms.

When α > ᾰI , UI charges a markup, resulting in the double markupization distortion

identified in Proposition 4. When α < ᾰI , D charges a markdown in addition to its

markup. Unlike Proposition 3, however, only a single markdown distortion arises as

the integrated entity UI does not exercise any monopsony power. Consequently, the

inefficiency stemming from D’s excessive level of bargaining power persists even in the

absence of upstream monopsony power.
59A complete formalization of this microfoundation is available upon request.
60The integrated entity UI can be interpreted as either a union or a vertically integrated cooper-

ative representing heterogenous workers or suppliers, abstracting from frictions that might cause its
objective function to diverge from (13). See Farber (1986) and Hansmann (2000) for corresponding
textbook treatments.
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8 Conclusion

This article provides a unified framework to analyze monopsony, monopoly, and coun-

tervailing power theories within a vertical supply chain. We extend the canonical

bilateral monopoly model with bargaining by considering that the upstream marginal

cost is increasing due to an imperfectly elastic input supply curve, which allows the

upstream firm to exert monopsony power in the input market. In this context, we

show that the downstream firm no longer solely determines the quantity traded in the

supply chain. Instead, under voluntary exchange, the “short-side rule” governs whether

the upstream or downstream firm chooses the quantity exchanged in equilibrium. This

insight offers new perspectives on how the distribution of bargaining power shapes

market outcomes. Crucially, we identify nonmonotonic welfare effects of both seller

and buyer power. Bilateral efficiency arises and welfare is maximized whenever each

firm’s bargaining power fully countervails the other’s market power, which occurs at

a specific distribution of bargaining power determined by supply and demand elastic-

ities. Otherwise, double marginalization emerges in one of the two forms. When the

downstream firm holds excessive bargaining power, double markdownization arises and

a novel theory of countervailing seller power prevails. Conversely, when the upstream

firm holds excessive bargaining power, the classical double markupization emerges and

Galbraith’s (1952) countervailing buyer power theory applies.

Our analysis yields novel insights for competition policy and price regulation.

Monopsony and countervailing buyer power theories have traditionally been viewed

as distinct—or even opposing (e.g., Hemphill and Rose, 2018). Notably, the 2023 U.S.

Merger Guidelines place greater emphasis on monopsony power but omit any explicit

reference to the notion of countervailing power, which was present in Section 8 of the

2010 version.61 We show that these theories are not inherently at odds but instead

complementary: each becomes relevant depending on how bargaining power is dis-

tributed along the vertical supply chain. Our analysis also yields new insights into the

design of price floor policies. When appropriately calibrated, a price floor on input
61See U.S. Department of Justice and the Federal Trade Commission (2010) and U.S. Department

of Justice and the Federal Trade Commission (2023).
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prices can benefit both consumers and input suppliers and lead to welfare improve-

ments. Crucially, the distribution of bargaining power along the vertical chain plays

a key role, not only determining the optimal level at which the price floor should be

set but also the potential welfare gains from such regulation. These gains are greater

when a downstream firm holds significant bargaining power, as a price floor can turn

its monopsony power into countervailing buyer power.

Our findings also have important implications for empirical research on bargaining

in vertical chains. As reviewed by Lee, Whinston and Yurukoglu (2021), it is common

practice to assume constant marginal costs.62 However, we show that the welfare

consequences of the distribution of bargaining power in the vertical supply chain can

vary substantially depending on the slope of the upstream marginal cost function. This

observation is especially relevant given the prevalence of convex supply curves in many

industries (e.g., Shea, 1993; Boehm and Pandalai-Nayar, 2022). Our results thus call for

greater flexibility in modeling cost functions in empirical work. In this context, inferring

whether upstream or downstream firms have the right-to-manage becomes essential for

characterizing the nature of the double marginalization distortion.63 Furthermore, as

the resulting markup or markdown depends on demand and supply elasticities, the

joint production-demand approach proposed by De Loecker and Scott (forthcoming)

offers a promising path forward for identifying market power along supply chains.

We conclude by outlining avenues for future research. A natural extension of our

framework is to incorporate upstream and downstream competition. We conjecture

that our core insights carry over to simple vertical structures with imperfect competi-

tion, such as competing vertical chains or upstream competition under common agency.

However, introducing imperfect downstream competition and interlocking relationships

raises more complex challenges (e.g., Miklós-Thal, Rey and Vergé, 2010), and exist-

ing tractable frameworks in this context typically rely on the assumption of constant

marginal costs. Another promising avenue is the analysis of shock transmission along
62Among others, see Draganska, Klapper and Villas-Boas (2010); Crawford and Yurukoglu (2012);

Ho and Lee (2017); Crawford et al. (2018); Noton and Elberg (2018); Sheu and Taragin (2021); Bonnet,
Bouamra-Mechemache and Molina (2025).

63In addition to Demirer and Rubens (2025), a first step in this direction is developed by Atkin
et al. (2024) who exploit an Argentinian import license policy that exogenously affects traded volumes
to identify whether the importer or exporter determines the equilibrium quantity.
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the vertical supply chain. In this regard, our results suggest that the extent and type of

double marginalization—shaped by supply and demand elasticities and curvatures as

well as the distribution of bargaining power—play a central role in the determination

of cost pass-through rates. As such analysis would imply new assumptions on the slope

of demand and supply curvatures, we leave it to future research.
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Appendix

A Proofs

A.1 Proof of Lemma 1

A (weakly) dominant strategy for U and D is to announce the quantity that maximizes their respective

profits—q̃U (w) for U and q̃D(w) for D. To see this, suppose U anticipates that D will announce

qaD, where the superscript a stands for “anticipated”. If qaD ≤ q̃U (w), then announcing q̃U (w) is

weakly optimal for U , as only qaD will be traded under voluntary exchange, and announcing a higher

quantity yields the same outcome. Announcing less than qaD is strictly dominated, as it leads to a

traded quantity further from q̃U (w). Conversely, if qaD > q̃U (w), then announcing q̃U (w) is the best

strategy for U as, in that case, the quantity traded maximizes its profit. The same logic applies

symmetrically to D, and each firm’s (weakly) dominant strategy is to announce its profit-maximizing

quantity. As a result, there exists a unique Nash equilibrium in (weakly) dominant strategies, with

q = min{q̃U (w),q̃D(w)}).

A.2 Differentiability of the Nash Product

The Nash product in (6) is given by πU (w)
α
πD(w)

(1−α), where πU (w) = [w − r(q(w))]q(w) and

πD(w) = [p(q(w))−w]q(w). In what follows, we show that πU (w) and πD(w) are differentiable for all

w ̸= wI , as they are compositions of differentiable functions.

First, ∀w ̸= wI , we have:

π′
U (w) = q(w) + q′(w) [w −MCU (q(w))]

π′
D(w) = q′(w) [MRD(q(w))− w]− q(w)

By Assumption 1, we have q′(w) = 1
MR′

D(q) < 0 when D determines the traded quantity in Stage 2,

and q′(w) = 1
MC′

U (q) > 0 otherwise. Hence, both πU (w) and πD(w) are differentiable ∀w ̸= wI , and

thus the Nash product in (6) is differentiable as well ∀w ̸= wI .

Consider now the differentiability at wI . The right-hand derivative of q(w) at wI is given by:

q′+(wI) ≡ lim
ϵ→0+

MR−1
D (wI + ϵ)−MR−1

D (wI)

ϵ
= MR−1′

D (wI) =
1

MR′
D(qI)

=
1

(2− σp(qI))p′(qI)
< 0,

which is finite and negative because σp(qI) < 2 and p′(qI) < 0 by Assumption 1. Similarly, the
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left-hand derivative of q(w) at wI is given by:

q′−(wI) ≡ lim
ϵ→0−

MC−1
U (wI + ϵ)−MC−1

U (wI)

ϵ
= MC−1′

U (wI) =
1

MC ′
U (qI)

> 0,

which is finite and positive because MCU (q) is increasing (Assumption 1.(i)). Therefore, the differ-

entiability of U ’s profit at wI follows from:

π′
U+

(wI) = q(wI) + q′+(wI) [wI −MCU (qI)] = qI +
wI −MCU (qI)

MR′
D(qI)

and

π′
U−

(wI) = q(wI) + q′−(wI) [wI −MCU (qI)] = qI +
wI −MCU (qI)

MC ′
U (qI)

both of which equal qI as wI = MCU (qI). Similarly, the differentiability of D’s profit at wI follows

from:

π′
D+

(wI) = q′+(wI) [wI −MRD(qI)]− q(wI) =
wI −MRD(qI)

MR′
D(qI)

− qI

and

π′
D−

(wI) = q′−(wI) [wI −MRD(qI)]− q(wI) =
wI −MRD(qI)

MC ′
U (qI)

− qI

both of which equal −qI as wI = MRD(qI). Therefore, it follows that πU (w) and πD(w) are differen-

tiable at wI , and thus the Nash product in (6) is differentiable at wI as well.

A.3 When Bargaining Leads to Bilateral Efficiency (w = wI)

A.3.1 First-Order Condition

When w(q) = MRD(q), the first-order condition (7) evaluated at qI can be written as:

α (MRU (qI)−MCU (qI))︸ ︷︷ ︸
π′
U (qI)

πD(qI) + (1− α) (MRD(qI)−MRU (qI))︸ ︷︷ ︸
π′
D(qI)

πU (qI) = 0 (14)

When w(q) = MCU (q), the first-order condition (7) evaluated at qI can be written as:

α (MCD(qI)−MCU (qI))︸ ︷︷ ︸
π′
U (qI)

πD(qI) + (1− α) (MRD(qI)−MCD(qI))︸ ︷︷ ︸
π′
D(qI)

πU (qI) = 0 (15)

Given that MCU (qI) = MRD(qI), (14) and (15) simplify to: απD(qI) + (1− α)πU (qI) = 0.
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A.3.2 Proof of Proposition 2

Proof that αI =
εp(qI)−1

εp(qI)+εr(qI)
. When α = αI = πU (qI)

πU (qI)+πD(qI)
, the bargaining leads to the efficient

outcome qI such that w = MCU (qI) = MRD(qI). Given that πU (q) = (w(q)− r(q)) q and πD(q) =

(p(q)− w(q)) q, we can rewrite αI as follows:

αI =
(MRD(qI)− r(qI))qI

(p(qI)− r(qI))qI
=

MRD(qI)− r(qI)

p(qI)− r(qI)
.

Using p(qI) = MRD(qI)
εp(qI)

εp(qI)−1 , r(qI) = MCU (qI)
εr(qI)

εr(qI)+1 and MCU (qI) = MRD(qI), we obtain:

αI =
MRD(qI)−MRD(qI)

εr(qI)
εr(qI)+1

MRD(qI)
εp(qI)

εp(qI)−1 −MRD(qI)
εr(qI)

εr(qI)+1

=
εp(qI)− 1

εp(qI) + εr(qI)
.

Equilibrium existence. We demonstrate the existence of an equilibrium (wI , qI) at α = αI .

Consider first a deviation w̃ = wI + ϵ with ϵ → 0, implying that w(q) = MRD(q) (i.e., D sets

the traded quantity in Stage 2) and q̃ = qI − ε. In this case, consider that the first-order condition

(7) at q̃ is satisfied for a given α̃, that is:

α̃(MRU (q̃)−MCU (q̃))πD(q̃) + (1− α̃)(MRD(q̃)−MRU (q̃))πU (q̃) = 0 (16)

As MCU (qI) = MRD(qI), the left-hand side of (16) evaluated at qI boils down to:

α̃(MRU (qI)−MRD(qI)) (α̃πD(qI)− (1− α̃)πU (qI))

As MRU (qI) = MRD(qI) +MR′
D(qI)qI and MR′

D(qI) < 0 (Assumption 2.(ii)), we have MRU (qI)−

MRD(qI) < 0 implying that (16) is satisfied at qI only if α̃πD(qI) − (1 − α̃)πU (qI) = 0 ⇔ α̃ =

πU (qI)
πD(qI)+πU (qI)

= αI . As a result, there is no w̃ > wI (implying q̃ < qI) at αI that satisfies the

first-order condition for the maximization of the Nash product.

We now consider a deviation w̃ = wI − ϵ with ϵ → 0, which implies that w = MCU (q) (i.e., U

sets the traded quantity in Stage 2) and q̃ = qI − ϵ. Again, consider in this case that the first-order

condition (7) at q̃ is satisfied for a given α̃, that is:

α̃(MCD(q̃)−MCU (q̃))πD(q̃) + (1− α̃)(MRD(q̃)−MCD(q̃))πU (q̃) = 0 (17)

As MRD(qI) = MCU (qI), the left-hand side of (17) evaluated at qI boils down to:

α̃(MCD(qI)−MCU (qI)) (α̃πD(qI)− (1− α̃)πU (qI))

As MCD(qI) = MCU (qI) +MC ′
U (qI)qI and MC ′

U (qI) > 0 (Assumption 1.(i)), we have MCD(qI) −
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MCU (qI) > 0 implying that (17) is satisfied at qI only if α̃πD(qI) − (1 − α̃)πU (qI) = 0 ⇔ α̃ =

πU (qI)
πD(qI)+πU (qI)

= αI . As a result, there is no w̃ < wI (implying q̃ < qI) at αI that satisfies the

first-order condition for the maximization of the Nash product.

A.4 Bargaining when D is Powerful (w = MCU(q) < wI)

A.4.1 Second-Order Condition

In the case where w = MCU (q), the first-order condition in (10) can be rearranged as follows:

MRD(qν)− M̃CD(qν) = 0 (18)

We show that Assumptions 1 and 2.(i) are sufficient to ensure that the second-order condition for the

maximization of the Nash product holds (i.e., MRD(q)− M̃CD(q) is strictly decreasing in q).

Recall that M̃CD(q) = βU (q, α)MCU (q)+ (1−βU (q, α))MCD(q), where βU (q, α)) =
απD(q)

(1−α)πU (q) .

Differentiating M̃CD(q) with respect to q, we obtain:

∂M̃CD(q)

∂q
=

∂βU (q, α)

∂q
(MCU (q)−MCD(q)) + βU (q, α)(MC ′

U (q) +MC ′
D(q)). (19)

As shown in Section 4.2.2, under w(q) = MCU (q), we have π′
U (q) > 0 and π′

D(q) < 0, implying

that ∂βU (q,α)
∂q =

απ′
D(q)πU (q)−(1−α)πD(q)π′

U (q)
(απU (q))2 < 0. As MCD(q) = MC ′

U (q)q +MCU (q) and MCU (q) is

increasing (Assumption 1.(i)), we have MCU (q)−MCD(q) < 0, implying that the first term in (19) is

positive. Turning to the second term, we have MC ′
U (q) = r′′(q)q+2r′(q) = r′(q)(σr+2) > 0 whenever

σr > −2 (Assumption 1). Similarly, we have MC ′
D(q) = MC ′′

U (q)q + 2MC ′
U (q) = MC ′

U (q)(σMCU
+

2) > 0 whenever σMCU
> −2 (Assumption 2.(i)). Under these conditions, we thus obtain ∂M̃CD(q)

∂q > 0.

Moreover, we have MR′
D(q) = p′′(q)q+2p′(q) = −p′(q)(σp−2) < 0 whenever σp < 2 (Assumption 1).

Together, these conditions ensure that the second-order condition for the maximization of the Nash

product is always satisfied.

A.4.2 D’s Markdown νD

To show that D’s markdown is given by νD = MRD(qν)
w(qν)

= MRD(qν)
MCU (qν)

, we divide each term of the

first-order condition in (9) by MCU (qν):

α

(
MCD (qν)

MCU (qν)
− 1

)(
p (qν)

MCU (qν)
− 1

)
+ (1− α)

(
MRD (qν)

MCU (qν)
− MCD (qν)

MCU (qν)

)(
1− r (qν)

MCU (qν)

)
= 0 (20)

We then use the following simplifications (omitting the argument qν in εp, εr, and εMCU
for notational

simplicity):
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• MCD(qν)
MCU (qν)

=
MC′

U (qν)qν+MCU (qν)
MCU (qν)

=
(

1
εMCU

+ 1
)
,

• MRD(qν) = p(qν)
(
1− 1

εp

)
⇔ p(qν)

MCU (qν)
= MRD(qν)

MCU (qν)

(
εp

εp−1

)
,

• MCU (qν) = r′(qν)qν + r(qν) = r(qν)
(

1
εr

+ 1
)
⇔ r(qν) = MCU (qν)

εr
εr+1 ,

and rearrange (20) as follows:

α

(
1

εMCU

)(
MRD(qν)

MCU (qν)

(
εp

εp − 1

)
− 1

)
+ (1− α)

(
MRD(qν)

MCU (qν)
−

(
εMCU

+ 1

εMCU

)(
1

εr + 1

))
= 0

⇔ MRD(qν)

MCU (qν)

(
α

(
1

εMCU

)(
εp

εp − 1

)
+ (1− α)

(
1

εr + 1

))
= α

(
1

εMCU

)
+ (1− α)

(
εMCU

+ 1

εMCU

)(
1

εr + 1

)
⇔ MRD(qν)

MCU (qν)
(αεp (εr + 1) + (1− α) (εMCU

) (εp − 1)) = α (εp − 1) (εr + 1) + (1− α) (εMCU
+ 1) (εp − 1)

⇔ νD =
MRD(qν)

MCU (qν)
=

α (εp − 1) (εr + 1) + (1− α) (εMCU
+ 1) (εp − 1)

αεp (εr + 1) + (1− α) (εMCU
) (εp − 1)

.

A.4.3 Set of Equilibria

Suppose that U and D anticipate that U sets the traded quantity in Stage 2. This implies that, in

Stage 1, the negotiated wholesale price satisfies w = MCU (q) < wI . Based on the first-order condition

in (9), we define the function:

Ψ(q, α) ≡ α(MCD(q)−MCU (q))πD(q) + (1− α)(MRD(q)−MCD(q))πU (q)

The equilibrium quantity qν is determined by Ψ(qν , α) = 0. By Assumption 2, and applying the

implicit function theorem, we obtain:

Sign(
∂qν
∂α

) = Sign(
∂Ψ(qv, α)

∂α
),

and ∂Ψ(qν ,α)
∂α = (MCD(qν)−MCU (qν))πD(qν)−(MRD(qν)−MCD(qν))πU (qν). Using the equilibrium

condition Ψ(qν , α) = 0, we have (MRD(qν)−MCD(qν))πU (qν) = − α
1−α (MCD(qν)−MCU (qν))πD(qν),

which implies ∂Ψ(qν ,α)
∂α = 1

1−α (MCD(qν) − MCU (qν))πD(qν) > 0 because MCD(qν) = MCU (qν) +

MC ′
U (qν)qν and MCU (qν) is increasing (Assumption 1.(i)). It follows that the equilibrium quantity

qν increases with α. Moreover, because qν = qI when α = αI , we have qν < qI for α < αI and qν > qI

for α > αI . However, when α > αI , voluntary exchange implies that D sets the traded quantity in

Stage 2 according to w = MRD(q) (see Section 4.1). Therefore, the set of equilibria characterized by

(9) and wν = MCU (qν) exists only for α ∈ [0, αI ].
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A.4.4 U ’s degree of Countervailing Seller Power βU

The first-order condition in (10) defines βU (qν) as:

βU (qν , α) ≡
α

1− α

πD(qν)

πU (qν)
= −π′

D(qν)

π′
U (qν)

=
MCD(qν)−MRD(qν)

MCD(qν)−MCU (qν)
=

−g(qν)

e(qν)

where e(q) ≡ MCD(q) − MCU (q) and g(q) ≡ MRD(q) − MCD(q). We have e(q) > 0 (Assump-

tion 1.(i)), and g(q) ≤ 0 due to the concavity of πD(q) under Assumptions 1.(ii) and 2.(ii). As

MCU (qν) ≤ MRD(qν) because qν ≤ qI , it follows that 0 ≤ βU (qν , α) ≤ 1. By the chain rule, we have
dβU

dα

∣∣∣
q=qν

=
∂βU

∂q

∣∣∣
q=qν

dq

dα

∣∣∣
q=qν

. As established in Appendix A.4.3, we have
dq

dα

∣∣∣
q=qν

> 0. Moreover,

we have:

∂βU

∂q

∣∣∣
q=qν

=
e(qν)(MC ′

D(qν)−MR′
D(qν)) + g(qν)(MC ′

D(qν)−MC ′
U (qν))

e(qν)2

⇔ ∂βU

∂q

∣∣∣
q=qν

=
MC ′

D(qν)(MRD(qν)−MCU (qν))−MR′
D(qν)e(qν)− g(qν)MC ′

U (qν)

e(qν)2
.

Given that e(qν) > 0, g(qν) ≤ 0, and MRD(qν) > MCU (qν), we obtain
∂βU

∂q

∣∣∣
q=qν

> 0. As a result:

dβU

dα

∣∣∣
q=qν

=
∂βU

∂q

∣∣∣
q=qν︸ ︷︷ ︸

>0

dq

dα

∣∣∣
q=qν︸ ︷︷ ︸

>0

> 0

A.5 Bargaining when U is Powerful (w = MRD(q) > wI)

A.5.1 Second-Order Condition

In the case where w = MRD(q), the first-order condition in (12) can be rearranged as follows:

M̃RU (qµ)−MCU (qµ) = 0 (21)

We show below that Assumptions 1 and 2.(ii) are sufficient to ensure that the second-order condition

for the maximization of the Nash product holds (i.e., that M̃RU (q) −MCU (q) is strictly decreasing

in q).

Recall that M̃RU (q) = βD(q, α)MRD(q)+(1−βD(q, α))MRU (q), where βD(q, α)) = (1−α)πU (q)
απD(q) .

Differentiating M̃RU (q) with respect to q, we obtain:

∂M̃RU (q)

∂q
=

∂βD(q, α)

∂q
(MRD(q)−MRU (q)) + βD(q, α)(MR′

D(q) +MR′
U (q)). (22)

As shown in Section 4.2.3, under w(q) = MRD(q), we have π′
U (q) < 0 and π′

D(q) > 0, implying that
∂βD(q,α)

∂q =
(1−α)π′

U (q)πD(q)−απU (q)π′
D(q)

(απD(q))2 < 0. Given that MRU = MR′
D(q)q +MRD(q) and MR′

D(q)
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is decreasing (Assumption 1.(ii)), we have MRD(q) − MRU (q) > 0, implying that the first term in

(22) is negative. Turning to the second term, we have MR′
D(q) = p′′(q)q + 2p′(q) = −p′(q)(σp −

2) < 0 whenever σp < 2 (Assumption 1). Similarly, we have MR′
U (q) = MR′′

D(q)q + 2MR′
D(q) =

−MR′
D(q)(σMRD

−2) < 0 whenever σMRD
< 2 (Assumptions 2.(ii)). Therefore M̃RU (q) is decreasing.

Finally we have MC ′
U (q) = r′′(q)q + 2r′(q)) = r′(q)(σr + 2) > 0 whenever σr > −2 (Assumption 1).

Together, these conditions ensure that the second-order condition for the maximization of the Nash

product is always satisfied.

A.5.2 U ’s Markup µU

To show that U ’s markup is given by µU =
w(qµ)

MCU (qµ)
=

MRD(qµ)
MCU (qµ)

, we divide each term of the first-order

condition in (21) by MCU (qµ):

α

(
MRU (qµ)

MCU (qµ)
− 1

)(
p(qµ)

MCU (qµ)
− MRD(qµ)

MCU (qµ)

)
+ (1− α)

(
MRD(qµ)

MCU (qµ)
− MRU (qµ)

MCU (qµ)

)(
MRD(qµ)

MCU (qµ)
− r(qµ)

MCU (qµ)

)
= 0. (23)

We then use the following simplifications (omitting the argument qν in εp, εr, and εMRD
for notational

simplicity):

• MRU (qµ)
MRD(qµ)

=
MR′

D(qµ)qµ
MRD(qµ)

+ 1 = 1− 1
εMRD

=
εMRD

−1

εMRD
,

• MRD(qµ) = p(qµ)
(
1− 1

εp

)
⇔ p(qµ)

MRD(qµ)
= 1

1− 1
εp

=
εp

εp−1 ,

• MCU (qµ) = r′(qµ)qµ + r(qµ) = r(qµ)
(

1
εr

+ 1
)
⇔ r(qµ)

MCU (qµ)
= εr

εr+1 ,

and rearrange (23) as follows:

α

(
MRD(qµ)

MCU (qµ)

(
εMRD

− 1

εMRD

)
− 1

)(
MRD(qµ)

MCU (qµ)

1

εp − 1

)
+ (1− α)

(
MRD(qµ)

MCU (qµ)

1

εMRD

)(
MRD(qµ)

MCU (qµ)
− εr

εr + 1

)
= 0

⇔ α

(
MRD(qµ)

MCU (qµ)

εMRD
− 1

εMRD

− 1

)(
1

εp − 1

)
+ (1− α)

(
1

εMRD

)(
MRD(qµ)

MCU (qµ)
− εr

εr + 1

)
= 0

⇔ MRD(qµ)

MCU (qµ)

(
α

(
εMRD

− 1

εMRD
(εp − 1)

)
+ (1− α)

(
1

εMRD

))
=

α

εp − 1
+ (1− α)

εr
εMRD

(εr + 1)

⇔ MRD(qµ)

MCU (qµ)
(α (εMRD

− 1) (εr + 1)) + (1− α) ((εr + 1) (εp − 1)) = α (εr + 1) εMRD
+ (1− α) εr (εp − 1)

⇔ µU =
MRD(qµ)

MCU (qµ)
=

αεMRD
(εr + 1) + (1− α) (εp − 1) εr

α (εMRD
− 1) (εr + 1) + (1− α) (εr + 1) (εp − 1)

.

A.5.3 Set of Equilibria

Suppose that U and D anticipate that D sets the traded quantity in Stage 2. This implies that, in

Stage 1, the negotiated wholesale price satisfies w = MRD(q) < wI . Based on the first-order condition

in (11), we define the following function:

Φ(q, α) ≡ α(MRU (q)−MCU (q))πD(q) + (1− α)(MRD(q)−MRU (q))πU (q)
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The equilibrium quantity qµ is determined by Φ(qµ, α) = 0. By Assumption 2, and applying the

implicit function theorem, we obtain:

Sign

(
∂qµ
∂α

)
= Sign

(
∂Φ(qµ, α)

∂α

)
,

and ∂Φ(qµ,α)
∂α = (MRU (qµ)−MCU (qµ))πD(qµ)−(MRD(qµ)−MRU (qµ))πU (qµ). Using the equilibrium

condition Φ(qµ, α) = 0, we have (MRU (qµ)−MCU (qµ))πD(qµ) = − 1−α
α (MRD(qµ)−MRU (qµ))πU (qµ),

which implies ∂Ψ(qν ,α)
∂α = 1

α (MRU (qµ) − MRD(qµ))πU (qµ) < 0 because MRU (qµ) = MRD(qν) +

MR′
D(qµ)qµ and MRD(qµ) is decreasing (Assumption 1.(ii)). It follows that the equilibrium quantity

qµ decreases with α. Moreover, because qµ = qI when α = αI , we have qµ > qI for α < αI and qµ < qI

for α > αI . However, when α < αI , voluntary exchange implies that U sets the traded quantity in

Stage 2 according to w = MCU (q) (see Section 4.1). Therefore, the set of equilibria characterized by

(11) and wµ = MRD(qµ) exists only for α ∈ [αI , 1].

A.5.4 D’s degree of Countervailing Buyer Power βD

The first-order condition in (12) defines βD(qµ, α) as:

βD(qµ, α) =
MCU (qµ)−MRU (qµ)

MRD(qµ)−MRU (qµ)
=

−a(qµ)

c(qµ)

where a(q) ≡ MRU (q) − MCU (q) and c(q) ≡ MRD(q) − MRU (q) > 0. Note that a(q) ≤ 0 due

to the concavity of πU (q) under Assumptions 1.(i) and 2.(i), and c(q) > 0 (Assumption 1.(ii)). As

MCU (qµ) ≤ MRD(qµ) because qµ ≤ qI , we have 0 ≤ βD(qµ, α) ≤ 1. By the chain rule, we have
dβD

dα

∣∣∣
q=qµ

=
∂βD

∂q

∣∣∣
q=qµ

dq

dα

∣∣∣
q=qµ

. As established in Appendix A.5.3, we have
dq

dα

∣∣∣
q=qµ

< 0. Moreover,

we have:

∂βD

∂q

∣∣∣
q=qµ

=
(MC ′

U (qµ)−MR′
U (qµ))c+ a(MR′

D(qµ)−MR′
U (qµ))

c(qµ)2

⇔ ∂βD

∂q

∣∣∣
q=qµ

=
MC ′

U (qµ)c(qµ) +MR′
D(qµ)a(qµ)−MR′

U (qµ)(MRD(qµ)−MCU (qµ))

c(qµ)2
.

Given that a(qµ) ≤ 0, c(qµ) > 0, and MCU (qµ) < MRD(qµ), we have
∂βD

∂q

∣∣∣
q=qµ

> 0. As a result:

dβD

dα

∣∣∣
q=qµ

=
∂βD

∂q

∣∣∣
q=qµ︸ ︷︷ ︸

>0

dq

dα

∣∣∣
q=qµ︸ ︷︷ ︸

<0

< 0.
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A.6 Proof of Corollary 2

When D is powerful (w = MCU(q) < wI). As U sets the traded quantity in Stage 2, we

have w = MCU (q). This implies that πU (q) = (w − r(q)) q = (MCU (q)− r(q)) q and πD(q) =

(p(q)− w) q = (p(q)−MCU (q)) q. First, we have dπU

dα

∣∣∣
q=qν

= ∂πU

∂q

∣∣∣
q=qν

dq
dα

∣∣∣
q=qν

. As dq
dα

∣∣∣
q=qν

> 0

(Appendix A.4.3) and ∂πU

∂q

∣∣∣
q=qν

= MCD(qν) − MCU (qν) > 0, because MCD(qν) = MCU (qν) +

MC ′
U (qν)qν and MCU (qν) is increasing (Assumption 1.(i)), it follows that dπU

dα

∣∣∣
q=qν

> 0. Second,

we have dπD

dα

∣∣∣
q=qν

= ∂πD

∂q

∣∣∣
q=qν

dq
dα

∣∣∣
q=qν

. As dq
dα

∣∣∣
q=qν

> 0 and ∂πD

∂q

∣∣∣
q=qν

= MRD(qν) − MCD(qν) ≤ 0

due to the concavity of πD(q) under Assumptions 1.(ii) and 2.(ii), it follows that dπD

dα

∣∣∣
q=qν

≤ 0.

Finally, as CS(q) ≡
∫ q

0
p(x) dx− p(q)q and SS(q) ≡ r(q)q−

∫ q

0
r(x) dx are strictly increasing in q, and

dq
dα

∣∣∣
q=qν

> 0, consumers and input suppliers benefit when α increases toward αI .

When U is powerful (w = MRD(q) > wI). As D sets the traded quantity in Stage 2, we

have w = MRD(q). This implies that πU (q) = (w − r(q)) q = (MRD(q)− r(q)) q and πD(q) =

(p(q)− w) q = (p(q)−MRD(q)) q. First, we have dπD

dα

∣∣∣
q=qµ

= ∂πD

∂q

∣∣∣
q=qµ

dq
dα

∣∣∣
q=qµ

. As dq
dα

∣∣∣
q=qµ

< 0

(Appendix A.5.3) and ∂πD

∂q

∣∣∣
q=qµ

= MRD(qµ) − MRU (qµ) > 0, because MRU (qµ) = MRD(qµ) +

MR′
D(qµ)qµ and MRD(qµ) is decreasing (Assumption 1.(ii)), it follows that dπD

dα

∣∣∣
q=qµ

< 0. Sec-

ond, we have dπU

dα

∣∣∣
q=qµ

= ∂πU

∂q

∣∣∣
q=qµ

dq
dα

∣∣∣
q=qµ

. As dq
dα

∣∣∣
q=qµ

< 0 (Appendix A.5.3) and ∂πU

∂q

∣∣∣
q=qµ

=

MRU (qµ)−MCU (qµ) ≤ 0 due to the concavity of πU (q) under Assumptions 1.(i) and 2.(i), it follows

that dπU

dα

∣∣∣
q=qµ

≥ 0. Finally, as CS(q) ≡
∫ q

0
p(x) dx− p(q)q and SS(q) ≡ r(q)q−

∫ q

0
r(x) dx are strictly

increasing in q, and dq
dα

∣∣∣
q=qµ

< 0, consumers and input suppliers benefit when α decreases toward αI .

A.7 Proof of Remark 1

Unless otherwise stated, all derivative signs in the proof follow from Assumption 1, Corollary 1, and

Appendix A.4.3 and A.5.3.

When D is powerful (w = MCU(q) < wI). In what follows, we analyze how the supply chain

margin, D’s margin, and U ’s margin vary with α.

• Supply chain margin. By definition, we have M ≡ p(qν)
r(qν)

. As ∂p
∂α

∣∣∣
q=qν

= ∂p
∂q

∣∣∣
q=qν︸ ︷︷ ︸
<0

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

< 0

and ∂r
∂α

∣∣∣
q=qν

= ∂r
∂q

∣∣∣
q=qν︸ ︷︷ ︸
>0

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

> 0, we obtain dM
dα

∣∣∣
q=qν

< 0.

• D’s margin. By definition, we have MD ≡ µD × νD = p(qν)
w(qν)

= p(qν)
MCU (qν)

. As ∂p
∂α

∣∣∣
q=qν

=
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∂p
∂q

∣∣∣
q=qν︸ ︷︷ ︸
<0

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

< 0 and ∂MCU

∂α

∣∣∣
q=qν

= ∂MCU

∂q

∣∣∣
q=qν︸ ︷︷ ︸

<0

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

> 0, it follows that dMD

dα

∣∣∣
q=qν

< 0.

By definition, we have νD ≡ MRD(qν)
w(qν)

= MRD(qν)
MCU (qν)

. As ∂MCU

∂α

∣∣∣
q=qν

= ∂MCU

∂q

∣∣∣
q=qν︸ ︷︷ ︸

>0

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

> 0

and ∂MRD

∂α

∣∣∣
q=qν

= ∂MRD

∂q

∣∣∣
q=qν︸ ︷︷ ︸

<0

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

< 0, we obtain dνD

dα

∣∣∣
q=qν

< 0.

By definition, we have µD = p(qν)
MRD(qν)

=
εp

εp−1 and dµD

dα

∣∣∣
q=qν

= ∂µD

∂εp

∣∣∣
q=qν︸ ︷︷ ︸

<0

∂εp
∂q

∣∣∣
q=qν

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

.

Hence, the sign of dµD

dα

∣∣∣
q=qν

depends on ∂εp
∂q

∣∣∣
q=qν

, which is negative under subconvex demand,

zero under CES demand, and positive under superconvex demand.

• U ’s margin. By definition, we have MU = µU︸︷︷︸
=1

×νU = MCU (qν)
r(qν)

= εr+1
εr

and dMU

dα

∣∣∣
q=qν

=

dνU

dα

∣∣∣
q=qν

= ∂νU

∂εr

∣∣∣
q=qν︸ ︷︷ ︸

<0

∂εr
∂q

∣∣∣
q=qν

∂q
∂α

∣∣∣
q=qν︸ ︷︷ ︸

>0

. Hence, the sign of dMU

dα

∣∣∣
q=qν

depends on ∂εr
∂q

∣∣∣
q=qν

, which

is negative under subconvex supply, zero under CES supply, and positive under superconvex

supply.

As a result, while the supply chain margin and D’s margin always decrease with α, U ’s margin (or

markdown) and D’s markup may decrease or increase, depending on the curvature of the demand and

supply functions.

When U is powerful (w = MRD(q) > wI). Again, in what follows, we analyze how the supply

chain margin, U ’s margin, and D’s margin vary with α.

• Supply chain margin. By definition, we have M ≡ p(qµ)
r(qµ)

. As ∂p
∂α

∣∣∣
q=qµ

= ∂p
∂q

∣∣∣
q=qµ︸ ︷︷ ︸
<0

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

> 0

and ∂r
∂α

∣∣∣
q=qµ

= ∂r
∂q

∣∣∣
q=qµ︸ ︷︷ ︸
>0

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

< 0, we obtain dM
dα

∣∣∣
q=qµ

> 0.

• U ’s margin. By definition, we have MU ≡ µU × νU =
wµ

r(qµ)
=

MRD(qµ)
r(qµ)

. As ∂MRD

∂α

∣∣∣
q=qµ

=

∂MRD

∂q

∣∣∣
q=qµ︸ ︷︷ ︸

<0

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

> 0 and ∂r
∂α

∣∣∣
q=qµ

= ∂r
∂q

∣∣∣
q=qµ︸ ︷︷ ︸
>0

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

< 0, it follows that dMU

dα > 0.

By definition, we have µU ≡ wµ

MCU (qµ)
=

MRD(qµ)
MCU (qµ)

. As ∂MRD

∂α

∣∣∣
q=qµ

= ∂MRD

∂q

∣∣∣
q=qµ︸ ︷︷ ︸

<0

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

> 0

and ∂MCU

∂α

∣∣∣
q=qµ

= ∂MCU

∂q

∣∣∣
q=qµ︸ ︷︷ ︸

>0

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

< 0, we obtain dµU

dα

∣∣∣
q=qµ

> 0.

By definition, we have νU = MCU (qν)
r(qν)

= εr+1
εr

and dνU

dα

∣∣∣
q=qµ

= ∂νU

∂εr

∣∣∣
q=qµ︸ ︷︷ ︸

<0

∂εr
∂q

∣∣∣
q=qµ

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

.
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Hence, the sign of dνU

dα

∣∣∣
q=qµ

depends on ∂εr
∂q

∣∣∣
q=qµ

, which is negative under subconvex supply,

zero under CES supply, and positive under superconvex supply.

• D’s margin. By definition, we have MD = µD × νD︸︷︷︸
=1

=
p(qµ)

MRD(qµ)
=

εp
εp−1 and dMD

dα

∣∣∣
q=qµ

=

dµD

dα

∣∣∣
q=qµ

= ∂µD

∂εp

∣∣∣
q=qµ︸ ︷︷ ︸

<0

∂εp
∂q

∣∣∣
q=qµ

∂q
∂α

∣∣∣
q=qµ︸ ︷︷ ︸
<0

. Hence, the sign of dµD

dα

∣∣∣
q=qµ

depends on ∂εp
∂q

∣∣∣
q=qµ

,

which is negative under subconvex demand, zero under CES demand, and positive under su-

perconvex demand.

As a result, whereas the supply chain margin and U ’s margin always increase with α, D’s margin (or

markup) and U ’s markdown may decrease or increase, depending on the curvature of the demand and

supply functions.

A.8 Markup and Markdown Definitions

A.8.1 Vertical Integration and Take-it-or-leave-it Offers

Consider a vertically integrated firm, I, as studied in Section 3.2. I faces an increasing inverse supply

curve r(q) and a decreasing inverse demand curve p(q). Its profit maximization problem can be written

as max
q

πI(q) = p(q)q − r(q)q, which yields the following first-order condition: MRI(qI) = MCI(qI),

where qI denotes the equilibrium quantity.

Markup. Consider a hypothetical scenario in which, in addition to selling qI units at price p, I

decides whether to sell an infinitesimal quantity ϵ to consumers at a distinct price p. Importantly,

under this scenario, I incurs no revenue loss on inframarginal units when selling the additional quantity

ϵ, as the price charged for the qI units remains unchanged. Based on this hypothetical scenario, we

determine the minimum price p̂ at which I is just willing to sell this additional quantity ϵ, resulting

in a total quantity sold of qI + ε (with ϵ → 0). Formally, p̂ is the smallest value of p such that:

π
I
(qI , ϵ, p) ≥ πI(qI) (24)

where πI(qI) = p(qI)qI − r(qI)qI and πI(qI , ϵ, p) corresponds to I’s profit from selling qI + ε in the

hypothetical scenario, which is given by:

πI(qI , ϵ, p) ≡ p(qI)qI + pϵ− r(qI + ϵ)qI − r(qI + ϵ)ϵ. (25)

Using (25), the inequality in (24) becomes:

p ≥ r(qI + ϵ)− r(qI)

ϵ
qI + r(qI + ϵ). (26)
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Taking the limit of the right-hand side of (26) as ϵ → 0, we obtain:

lim
ϵ→0

r(qI + ϵ)− r(qI)

ϵ
qI + r(qI + ϵ) = r′(qI)qI + r(qI) = MCI(qI).

As a result, the minimum price at which I would be willing to sell the marginal unit ϵ is p̂ = MCI(qI).

According to our definition, it follows that I’s markup is given by: µI(qI) ≡ p
p̂ = p(qI)

MCI(qI)
.

Markdown. Consider a hypothetical scenario in which, in addition to purchasing qI units at price

r from its input suppliers, I decides whether to purchase an infinitesimal quantity ϵ at a distinct

input price r. Importantly, under this scenario, I incurs no cost increase on inframarginal units when

buying the additional quantity ϵ, as the purchasing price for the qI units remains unchanged. Based

on this hypothetical scenario, we determine the maximum price r̂ at which I is just willing to buy

this additional quantity ϵ, resulting in a total quantity purchased of qI + ε. Formally, r̂ is the highest

value of r such that:

π
I
(qI , ϵ, r) ≥ πI(qI) (27)

where πI(qI) = p(qI)qI − r(qI)qI and πI(qI , ϵ, r) corresponds to I’s profit from purchasing qI + ε in

the hypothetical scenario, which is given by:

πI(qI , ϵ, r) ≡ p(qI + ϵ)qI + p(qI + ϵ)ϵ− r(qI)qI − rϵ. (28)

Using (28), the inequality in (27) becomes:

p(qI + ϵ)− p(qI)

ϵ
qI + p(qI + ϵ) ≥ r. (29)

Taking the limit of the left-hand side of (29) as ϵ → 0, we obtain:

lim
ϵ→0

p(qI + ϵ)− p(qI)

ϵ
qI + p(qI + ϵ) = p′(qI)qI + p(qI) = MRI(qI).

As a result, the maximum price at which I would be willing to purchase the marginal unit ϵ is r̂ =

MRI(qI). According to our definition, it follows that I’s markdown is given by: νI(qI) ≡ r̂
r = MRI(qI)

r(qI)
.

Although we focus on the vertically integrated case, the logic extends to any firm that unilaterally

sets its price or quantity, such as in a vertical supply chain with take-it-or-leave-it offers.

A.8.2 Vertical Supply Chain with Bargaining

Consider a vertical supply chain as studied in Section 4, where U and D negotiate over a wholesale price

according to the Nash bargaining solution. The Nash product is given by N(q) = πU (q)
α
πD(q)

(1−α),
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where πU (q) = (w(q)− r(q))q and πD(q) = (p(q)− w(q))q. We denote by q⋆ = {qµ, qν} the quantity

that maximizes the Nash product, where q⋆ = qµ when D sets the quantity traded in Stage 2 (i.e.,

w = MRD(q)), and q⋆ = qν when U sets the quantity traded in Stage 2 (i.e., w = MCU (q)).

D’s markup µD. Consider a hypothetical scenario in which, in addition to selling q⋆ units at price

p, D decides whether to order an infinitesimal quantity ϵ to U and sell it at price p. Hence, D incurs no

revenue loss on inframarginal units when selling the additional quantity ϵ, as the selling price for the

q⋆ units remains unchanged. Based on this hypothetical scenario, we determine the minimum price p̂

such that D sells this additional quantity ϵ, resulting in a total quantity sold of q⋆ + ϵ. Formally, p̂ is

the smallest value of p such that:

N(q⋆, ϵ, p) ≥ N(q⋆), (30)

where N(q⋆) = πU (q
⋆)

α
πD(q⋆)

(1−α) and N(q⋆, ϵ, p) corresponds to the value of the Nash product for

a quantity q⋆ + ϵ in the hypothetical scenario, which is given by:

N(q⋆, ϵ, p) ≡ [(w(q⋆ + ϵ)(q⋆ + ϵ)− r(q⋆ + ϵ)(q⋆ + ϵ)︸ ︷︷ ︸
πU (q⋆+ϵ)

]α[(p(q⋆)q⋆ + pϵ− w(q⋆ + ϵ)(q⋆ + ϵ))︸ ︷︷ ︸
πD(q⋆,ϵ,p)

]1−α. (31)

Using a Taylor expansion of the Nash product in (31) around q⋆ yields:

N(q⋆ + ϵ) = N(q⋆) +
∂N(q⋆)

∂q
ϵ+

∞∑
n≥2

ϵn
N (n)(q⋆)

n!
= N(q⋆) +

∞∑
n≥2

ϵn
N (n)(q⋆)

n!
. (32)

Using (32), we can rewrite (30) as:

N(q⋆, ϵ, p) ≥ N(q⋆ + ϵ)−
∞∑

n≥2

ϵn
N (n)(q∗)

n!
,

and then use (31) to obtain:

πU (q
⋆ + ϵ)απD(q⋆, ϵ, p)1−α ≥ πU (q

⋆ + ϵ)απD(q⋆ + ϵ)1−α −
∞∑

n≥2

ϵn
N (n)(q⋆)

n!
. (33)

Defining RD(q⋆ + ϵ) ≡ p(q⋆ + ϵ)(q⋆ + ϵ) and applying a Taylor expansion around q⋆ yields:

RD(q⋆ + ϵ) = p(q⋆)q⋆ + [p′(q⋆)q⋆ + p(q⋆)]︸ ︷︷ ︸
MRD(q⋆)

ϵ+

∞∑
n≥2

ϵn
R

(n)
D (q⋆)

n!
. (34)
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Using (34), and given that
∑∞

n≥2 ϵ
n N(n)(q⋆)

n! → 0 and
∑∞

n≥2 ϵ
n R(n)(q⋆)

n! → 0 as ϵ → 0, we can simplify

(33) as follows:

[p(q⋆)q⋆ + pϵ− w(q⋆ + ϵ)(q⋆ + ϵ)]
1−α ≥ [p(q⋆)q⋆ +MRD(q⋆)ϵ− w(q⋆ + ϵ)(q⋆ + ϵ)]

1−α

⇔ p(q⋆)q⋆ + pϵ− w(q⋆ + ϵ)(q⋆ + ϵ) ≥ p(q⋆)q⋆ +MRD(q⋆)ϵ− w(q⋆ + ϵ)(q⋆ + ϵ)

⇔ pϵ ≥ MRD(q⋆)ϵ

⇔ p ≥ MRD(q⋆).

As a result, the minimum price required for D to supply the marginal unit ϵ is p̂ = MRD(q⋆).

According to our definition, it follows that D’s markup is given by: µD(q⋆) ≡ p(q⋆)
p̂(q⋆) =

p(q⋆)
MRD(q⋆) .

U ’s markup µU . Consider a hypothetical scenario in which, in addition to selling q⋆ units to D at

price w, U decides whether to sell an infinitesimal quantity ϵ at price w. Hence, U incurs no revenue

loss on inframarginal units when selling ϵ to D.64 Based on this hypothetical scenario, we determine

the minimum price ŵ such that U offers this additional quantity ϵ, resulting in a total quantity sold

of q⋆ + ε to D. Formally, ŵ is the smallest value of w such that:

N(q⋆, ϵ, w) ≥ N(q⋆) (35)

where N(q⋆) = πU (q
⋆)

α
πD(q⋆)

(1−α) and N(q⋆, ϵ, w) corresponds to the value of the Nash product for

a quantity q⋆ + ε in the hypothetical scenario, which is given by:

N(q⋆, ϵ, w) = (w(q⋆)q⋆ + wϵ− r(q⋆ + ϵ)(q⋆ + ϵ))
α
(p(q⋆ + ϵ)(q⋆ + ϵ)− w(q⋆)q⋆ − wϵ)

1−α
. (36)

Substituting (36) in (35), we obtain:

(w(q⋆)q⋆ + wϵ− r(q⋆ + ϵ)(q⋆ + ϵ))
α
(p(q⋆ + ϵ)(q⋆ + ϵ)− w(q⋆)q⋆ − wϵ)

1−α ≥ N(q⋆). (37)

Defining CU (q
⋆ + ϵ) ≡ r(q⋆ + ϵ)(q⋆ + ϵ) and applying a Taylor expansion around q⋆ yields:

r(q⋆ + ϵ)(q⋆ + ϵ) = r(q⋆)q⋆ + [r′(q⋆)q⋆ + r(q⋆)]︸ ︷︷ ︸
MCU (q⋆)

ϵ+

∞∑
n≥2

ϵn
C

(n)
U (q⋆)

n!
. (38)

64When bargaining, U and D share their joint profit, so trading an additional unit affects the profits of both firms.
In particular, U ’s revenue loss on inframarginal units when selling an additional unit is now twofold: a direct effect
and an indirect effect through the internalization of D’s profit, as D also incurs a revenue loss on inframarginal units
when selling the additional quantity to consumers. Consistent with our markup definition, the hypothetical scenario we
consider eliminates both sources of such a revenue loss.
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Using (34) and (38), we can rewrite (37) as:

(w −MCU (q
⋆))ϵ+ πU (q

⋆)−
∞∑

n≥2

ϵn
C

(n)
U (q⋆)

n!

α (MRD(q⋆)− w)ϵ+ πD(q⋆) +

∞∑
n≥2

ϵn
R

(n)
D (q⋆)

n!

1−α

≥ N(q⋆).

(39)

If q⋆ = qµ, we can further simplify (39) using w = MRD(qµ + ϵ). In particular, applying a Taylor

expansion to MRD(qµ + ϵ) around qµ yields:

MRD(qµ + ϵ) = MRD(qµ) + ϵMR′
D(qµ) +

∞∑
n≥2

ϵn
MR

(n)
D (qµ)

n!

⇔ MRD(qµ)− w = −ϵMR′
D(qµ)−

∞∑
n≥2

ϵn
R

(n)
D (qµ)

n!
. (40)

Substituting (40) in (39), and using N(qµ) = πU (qµ)
απD(qµ)

1−α yields:

(ϵ(w−MCU (qµ))+πU (qµ))
α

−ϵ2MR′
D(qµ)−

∞∑
n≥2

ϵn
R

(n)
D (qµ)

n!
+ πD(qµ)

1−α

≥ πU (qµ)
απD(qµ)

1−α.

As ϵ → 0, we obtain:

(ϵ(w −MCU (qµ)) + πU (qµ))
απD(qµ)

1−α ≥ πU (qµ)
απD(qµ)

1−α

⇔ w ≥ MCU (qµ). (41)

As a result, the minimum price at which U and D agree to exchange the marginal unit ϵ is ŵ =

MCU (qµ). According to our definition, it follows that U ’s markup is given by: µU (qµ) ≡ w
ŵ =

w(qµ)
MCU (qµ)

.

The reasoning is the same when instead q⋆ = qν , w = MCU (qν), and µU (qν) ≡ w
ŵ = w(qν)

MCU (qν)
= 1

(proof available upon request).

D’s markdown νD. Consider a hypothetical scenario in which, in addition to buying q⋆ units

to U at price w, D decides whether to purchase an infinitesimal quantity ϵ at price w. Hence, D

incurs no cost increase on inframarginal units when buying the additional quantity ϵ.65 Based on

this hypothetical scenario, we determine the maximum price ŵ such that D purchases this additional

quantity ϵ, resulting in a total quantity purchased of q⋆ + ε to U .

Formally, ŵ is the highest value of w such that (35) is satisfied. Assume first that q⋆ = qµ,

implying that w = MRD(qµ+ϵ) and (41) is satisfied. If the maximum price ŵ at which the additional

65Again, when bargaining, U and D share their joint profit, so trading an additional unit affects both firms’ profits.
In particular, D’s cost increase on inframarginal units when purchasing an additional unit is now twofold: a direct effect
and an indirect effect through the internationalization of U ’s profit, as U also incurs a cost increase on inframarginal units
when purchasing this additional quantity to input suppliers. Consistent with our markdown definition, the hypothetical
scenario we consider eliminates both sources of such a cost increase.
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unit ϵ is purchased by D is such that qµ + ϵ = q̃D(w) ≤ q̃U (w), then (41) yields a lower bound on w

and ŵ = w(qµ) = MRD(qµ). According to our definition, it follows that D’s markdown is equal to

νD ≡ ŵ(qµ)
w(qµ)

=
MRD(qµ)
MRD(qµ)

= 1.

Assume instead that q⋆ = qν , implying that w = MRD(qν + ϵ) and (35) is satisfied when:

w ≤ MRD(qν).

If the maximum price ŵ at which the additional unit ϵ is purchased by D is such that qν+ϵ = q̃U (w) ≤

q̃D(w), then ŵ = MRD(qν). According to our definition, it follows that D’s markdown is equal to

νD(qν) ≡ ŵ
w = MRD(qν)

w(qν)
.

U ’s markdown νU . Consider a hypothetical scenario in which, in addition to buying q⋆ units to

input suppliers at price r, U decides whether to buy an infinitesimal quantity ϵ at price r. Hence, U

incurs no cost increase on inframarginal units when buying the additional quantity ϵ, as the purchasing

price for the q⋆ units remains unchanged. Based on this hypothetical scenario, we determine the

maximum price r̂ such that U purchases the additional quantity ϵ, resulting in a total quantity

purchased of q⋆ + ε. Formally, r̂ is the highest value of r such that:

N(q⋆, ϵ, r) ≥ N(q⋆). (42)

where, analogously to (31), we have:

N(q⋆, ϵ, r) = [(w(q⋆ + ϵ)(q⋆ + ϵ)− r(q⋆)q⋆ − rϵ︸ ︷︷ ︸
πU (q⋆,ϵ,r)

]α[(p(q⋆ + ϵ)(q⋆ + ϵ)− w(q⋆ + ϵ)(q⋆ + ϵ))︸ ︷︷ ︸
πD(q⋆+ϵ)

]1−α. (43)

Using (42) and (43), the derivation of r̂ is similar to that of p̂ in the characterization of D’s markup.

Specifically, based on Taylor expansions and considering ϵ → 0, one can show that (42) boils down to:

r ≤ MCU (q
⋆).

As a result, the maximum price at which U would purchase the marginal unit ϵ is r̂ = MCU (qµ).

According to our definition, it follows that U ’s markdown is given by: νU (q
⋆) ≡ r̂

r = MCU (q⋆)
r(q⋆) .

B Alternative Formulation for Stage 2

In Section 4, we consider a bilateral monopoly model where, in Stage 2, U and D each announce the

quantity they are willing to trade. Holding Stage 1 unchanged, we propose an equivalent formulation,

where the input and consumer prices are set directly, and show that it yields the same equilibrium
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outcome as described in Lemma 1.

Stage 2 (alternative): Input and consumer price setting. D sets the consumer price p and

U sets the input price r, simultaneously. Given the input quantity that U can procure, D purchases

from U to meet consumer demand.

As long as input supply and consumer demand are not perfectly elastic, it is worth noting that

the input price r determines the maximum quantity that U can procure from its input suppliers, while

the consumer price p determines the maximum quantity that D will purchase from U . Accordingly,

D internalizes that the maximum quantity it can purchase from U is constrained by r.66 Similarly,

U recognizes that the maximum quantity it can sell to D is limited by p.67 Hence, given w, each

firm sets its profit-maximizing price while anticipating the pricing decision of the other. Formally,

anticipating that r = ra, D’s maximization problem is as follows:

max
p

(p− w) qD(p) subject to qD(p) ≤ qU (r
a) (44)

where the constraint reflects that D cannot sell more quantity than what U is able to procure at ra.

An interior solution to (44) arises when qD(p̃) ≤ qU (r
a), where p̃ satisfies the following first-order

condition:

MRD(qD(p̃)) = w

Otherwise, we have a corner solution where qD(p̌) = qU (r
a), implying that MRD(qD(p̌)) > w as MRD

is decreasing (Assumption 1.(ii)). Similarly, anticipating that p = pa, U ’s maximization problem is as

follows:

max
r

(w − qU (r)) qU (r) subject to qU (r) ≤ qD(pa) (45)

where the constraint reflects that U cannot sell more quantity than what D is willing to purchase to

meet consumer demand at pa. Again, an interior solution to (45) arises when qU (r̃) ≤ qD(pa), where

r̃ satisfies the following first-order condition:

MCU (qU (r̃)) = w

Otherwise we have a corner solution where qU (ř) = qD(pa), implying that MCU (qU (ř)) < w as MRU

is increasing (Assumption 1.(i)).

As in Section 4.1, there exists a multiplicity of Nash equilibria. For instance, if D believes that

U will set an input price ra such that qU (r
a) ≤ qD(p̃), its best response is to set p̌ ≤ p̃ so that

qD(p̌) = qU (r
a). Similarly, if U believes that D will set a retail price pa such that qU (r̃) ≥ qD(pa),

66For instance, if both p and r are low, U may be unable to meet D’s demand.
67For instance, if both p and r are high, U may be able to procure more quantity than what D is willing to purchase.
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its best response is to set ř ≥ r̃ so that qU (ř) = qD(pa). Hence, any strategy profile (p̌, ř) satisfying

qD(p̌) = qU (ř), with p̌ ≤ p̃ and ř ≥ r̃, constitutes a Nash equilibrium. However, it is straightforward

to verify that any such equilibrium with p̌ < p̃ and ř > r̃ is Pareto dominated by equilibria in which

at least one firm sets its profit-maximizing price (i.e., p̃ or r̃). In any such equilibrium, the quantity

traded is given by q = min{qD(p̃), qU (r̃)}, which coincides with the equilibrium outcome described in

Lemma 1.

Remark. Instead of considering that U and D set their prices simultaneously, one can suppose a

sequence of play where one firm chooses its profit-maximizing price before the other. For instance,

consider the following timing:

2.1 Given w, U chooses the input price r.

2.2 Given w and r, D sets the consumer price p.

Proceeding backward, it can be shown that there exists a unique equilibrium where the traded quantity

coincides with that described in Lemma 1.

C Optimal Input Price Floor

C.1 Vertical Integration

Absent any price floor, recall that I’s profit maximization leads to MRI(qI) = MCI(qI). Hence, we

say that the price floor r is binding when r(qI) < r(q) implying that q > qI . As MRI(q) is decreasing

and MCI(q) is increasing we have MRI(q) ≤ MCI(q). We now demonstrate that the optimal price

floor is such that rI = r(qI), with MRI(qI) = r(qI).

• Consider a deviation towards a higher price floor r+I > rI . I’s profit-maximizing quantity is

such that MRI(q) = r+I ⇒ q+I < qI , as MRI(q) is decreasing in q. Hence, a deviation towards

r+I reduces welfare.

• Consider a deviation towards a lower price floor r−I < rI , such that r−I is binding (i.e., r(qI) <

r(r−I )). Note that qI < q−I < qI as r(q) is increasing in q (Assumption 1).

For any q > q−I , I’s marginal cost is given by MCI(q) > MRI(q), implying that I never chooses

q > q−I . For any q < q−I , I’s marginal cost is given by r−I < MRI(q), implying that I never

chooses q < q−I . So I always chooses q = q−I < qI . Hence, r−I reduces welfare compared to rI .
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C.2 Vertical Supply Chain

Consider a price floor r that is binding. For any q ≤ q, as MCU (q) = r, we know that D determines

the traded quantity in Stage 2 according to w = MRD(q). In that case, the first-order condition for

the maximization of the Nash product under r is given by:

M̃RU (q, α, r) = βD(q, α, r)MRD(q) + (1− βD(q, α, r))MRU (q) = r

where βD(q, α, r) =
(1−α)πU (q,r)

απD(q) and πU (q, r) = (MRD(q)− r)q.

Note that the second-order condition for the maximization of the Nash product under a price

floor r is satisfied whenever σMRD
< 2 (Assumption 2.(ii)). To see this, we have ∂M̃RU (q,α,r)

∂q =
∂βD(q,α,r)

∂q (MRD(q) − MRU (q)) + βD(q, α, r)MR′
D(q) + (1 − βD(q, α, r))MR′

U (q) and ∂βD(q,α,r)

∂q =
(1−α)π′

U (q,r)πD(q)−απ′
D(q)πU (q,r)

α2πD(q)2 . As π′
U (q, r) < 0 and π′

D(q) > 0, we have ∂βD(q,α,r)

∂q < 0. Moreover,

σMRD
< 2 implies MR′

U (q) < 0 and σp(q) < 2 guarantees that MR′
D(q) < 0. As MRD(q)−MRU (q) >

0, it follows that ∂M̃RU (q,α,r)

∂q < 0.

Note also that, as πU (q, r) decreases in r, we have ∂M̃RU (q,α,r)

∂r =
∂βD(q,α,r)

∂r (MRD(q)−MRU (q)) <

0. Furthermore, as πU (q, r) = πU (q), we have M̃RU (q, α, r) = M̃RU (q, α). Based on these properties,

we define the optimal input price floor rµ = r(qµ), where qµ solves:

M̃RU (qµ, α, rµ) = M̃RU (qµ, α) = rµ = r(qµ).

C.2.1 Proof of Proposition 6

In what follows, we demonstrate that (i) rµ increases welfare, and (ii) no alternative price floor yields

higher welfare.

Proof that qµ > q⋆ = {qµ, qν}. When α ∈ [αI , 1], the equilibrium absent price floor is given by

M̃RU (qµ, α) = MCU (qµ) > r(qµ). As M̃RU (q, α) is decreasing in q (Appendix A.5.1), we obtain

qµ < qµ for α ∈ [αI , 1]. When α = αI , as qµ = qI , we also have qµ > qI . Following arguments similar

to those developed in Appendix A.5.3, we also know that qµ is decreasing in α. As for α ∈ [0, αI ], the

equilibrium quantity absent price floor is qν ≤ qI , we obtain qµ > qI ≥ qν .

Proof that rµ = r(qµ) is the welfare-maximizing price floor.

• Consider a deviation towards a higher price floor r+µ > rµ. The maximization of the Nash

product is such that M̃RU (q
+
µ , α, r

+
µ ) = r+µ > rµ = M̃RU (qµ, α, rµ) > M̃RU (qµ, α, r

+
µ ), as

M̃RU (q, α, r) is decreasing in r. Moreover, as M̃RU (q, α, r) is decreasing in q, we have qλ < qµ,

implying that the deviation is not welfare-improving.
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• Consider a deviation towards a lower price floor r−µ < rµ. With q−µ the quantity such that

r−µ = r(q−µ ), we have q−µ < qµ as r(q) is increasing. It implies that any binding price floor

r−µ < rµ would generate an equilibrium quantity q−µ < qµ.

Suppose now that the deviation is such that the price floor is no longer binding. Depending on

α, the equilibrium quantity absent a price floor qν or qµ may arise. However, we proved that

qµ < qµ for all α ∈ [αI , 1]. We also proved that qν ≤ qI < qµ for any α ∈ [0, αI ]. The deviation

is not welfare-improving.

C.2.2 Variation of qµ and r(qµ) with respect to α

The first-order partial derivative of the Nash product under rµ is given by: Γ(qµ, α) = M̃RU (qµ, α)−

r(qµ). By the implicit function theorem, we have:
dqµ

dα = −
∂Γ(qµ,α)

∂α
∂Γ(qµ,α)

∂q

. The second-order condition

for the maximization of the Nash product ensures that
∂Γ(α,qµ)

∂q < 0. Hence, Sign
(

dqµ(α)

dα

)
=

Sign
(

∂Γ(α,qµ)

∂α

)
= Sign

(
∂βD

∂α (MRD −MRU )
)
= Sign

(−πU (qµ)πD(qµ)

α2πD(qµ)2
(MRD(qµ)−MRU (qµ))

)
< 0,

as MRD(qµ) > MRU (qµ).

C.2.3 Effect of the Optimal Price Floor on Firms’ Profits and Welfare

Consider first that αI < α < 1. In this case, absent price floor, U ’s profit is maximized at qµ, ∂πU

∂q =

MRU (q)−MCU (q) ≤ 0 for q ≥ qµ (Assumption 1.(i) and Assumption 1.(ii)), and its equilibrium profit

is πU (qµ) = (MRD(qµ) − r(qµ))qµ. Under optimal price floor, U ’s equilibrium profit is πU (qµ, rµ) =

(MRD(qµ) − r(qµ))qµ = πU (qµ). Given that qµ < qµ < qµ, we have πU (qµ) < πU (qµ), which

implies that U ’s profit is negatively affected by the optimal price floor. Regarding D’s profit, absent

price floor, we have πD(q) = (p(q)−MRD(q)) q and, under Assumption 1.(i) and Assumption 1.(ii),
∂πD

∂q = MRD(q) − MRU (q) > 0 for q > 0. Under optimal price floor, D’s equilibrium profit is

πD(qµ, rµ) = (p(qµ)−MRD(qµ))qµ = πD(qµ). Given that qµ < qµ, we have πD(qµ) > πD(qµ), which

implies that D’s profit is positively affected by the optimal price floor. Finally, as qµ < qµ, consumers

and input suppliers also benefit from the optimal price floor.

Consider now that 0 < α < αI . The optimal price floor affects U ’s profit through two channels:

the equilibrium quantity and U ’s margin. The quantity effect is positive, as qν < qµ. However, the

margin effect can be negative and outweigh the quantity effect. For instance, when α = 0, it is clear

that the price floor reduces U ’s margin and we obtain π(qµ) = 0 < πU (qν). The price floor also

negatively affects U ’s profit when α = αI as πU (qµ, rµ) < πU (qµ) = πU (qν) = πU (qI). More generally,

for 0 < α < αI , the effect of the optimal price floor on U ’s profit remains undetermined, depending

on demand and supply primitives. Focusing on linear demand and supply functions, we find that U ’s

profit is always negatively affected by the optimal price floor. The optimal price floor on D’s profit

follows a similar logic. The quantity effect is positive, but the margin effect remains ambiguous and
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depends on demand and supply primitives. Intuitively, when demand is highly elastic (e.g., ϵp → ∞),

D’s profit mainly comes from its markdown νD. In this case, by eliminating D’s ability to exert

monopsony power, the optimal price floor always reduces D’s profit. In the linear case, the price floor

negatively affects D’s profit when both α and the demand slope are relatively low, and has a positive

effect otherwise. Finally, as qν < qµ, consumers and input suppliers always benefit from the optimal

price floor.

C.2.4 Graphical Representation

Figure 7 illustrates the effect of introducing an optimal input price floor when D is powerful (α < αI),

i.e., when double markdownization otherwise prevails. The equilibrium without price floor is displayed

in semi-transparency, whereas the equilibrium with an optimal input price floor is displayed in plain

colors.

q

p(q)

MRD(q)

MCU (q)

r(q)

rµ = M̃RU (qµ, α)

qν qI

p(qν)

MRD(qν) = M̃CD(qν , α)

wν

r(qν)

µD

µU

qµ

p(qµ)

wµ

qI

Figure 7: Optimal Price Floor Compared to Double Markdownization (0 < α < αI).

Notes: The figure is drawn under the demand function p(q) = p − 1
3
q and the supply function r(q) = r + 1

3
q. The

equilibrium without price floor is displayed in semi-transparency, with the red arrow and blue arrows representing the
markup and markdown wedges in differences, respectively. The equilibrium with an optimal input price floor is displayed
in plain colors, with the red arrows labeled µD and µU representing the resulting markup wedges in differences.

D Two-part Tariff Contract

Consider the bilateral monopoly setting introduced in Section 3.1 and Section 4. Instead of bargaining

over a linear wholesale price w, suppose that U and D bargain over a two-part tariff (w,F ). Assume

further that the use of the fixed fee is subject to frictions, such that F ≤ F ≤ F . Proceeding

backwards, we first analyze the quantity choice stage (Stage 2) before turning to the bargaining stage

(Stage 1).
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Stage 2: Quantity choice. As the fixed fee F never affects firms’ quantity choice, Lemma 1 applies

and the quantity traded in equilibrium is q(w) = min{q̃U (w), q̃D(w)}.

Stage 1: Bargaining. In Stage 1, U and D bargain over (w,F ) anticipating the effect of w on the

quantity determined in Stage 2. We determine the equilibrium two-part tariff by solving the following

maximization problem:68

max
q,F

ΠU (q, F )αΠD(q, F )1−α subject to F ≤ F ≤ F (46)

The first-order condition on F is given by:

αΠD(q, F )− (1− α)ΠU (q, F ) = 0 (47)

Using (47), the first-order condition on q when w(q) = MRD(q) (i.e., q̃D(w) < q̃U (w)) reduces to:

(MRU (q̂µ)−MCU (q̂µ)) + (MRD(q̂µ)−MRU (q̂µ)) = 0 (48)

where q̂µ denotes the equilibrium traded quantity. Similarly, when w(q) = MCU (q) (i.e., q̃D(w) >

q̃U (w)), the first-order condition on q is given by:

(MCD(q̂ν)−MCU (q̂ν)) + (MRD(q̂ν)−MCD(q̂ν)) = 0 (49)

where q̂ν denotes the equilibrium traded quantity. Three types of equilibria may arise, depending on

whether: (i) the constraint on F is not binding, (ii) the lower bound is binding (F = F ), or (iii) the

upper bound is binding (F = F ).

Consider first the case in which F and F are such that the constraint on F never binds (that is,

(47) always holds). From (48) and (49), we obtain MCU (q̂µ) = MRD(q̂µ) and MCU (q̂ν) = MRD(q̂ν),

implying that q̂µ = q̂ν = qI . As a result, for any α ∈ [0, 1], the two-part tariff contract eliminates the

double marginalization problem and restores the vertically integrated outcome described in Section 3.2.

At q = qI , (47) yields F̂ = απD(qI)− (1−α)πU (qI). Consequently, we have F̂ = 0 if α = αI , F̂ < 0 if

α < αI , and F̂ > 0 if α > αI . Importantly, this shows that whenever F < −πU (qI) and F > πD(qI),

the constraint on F does not play any role, and this efficient outcome constitutes the unique equilibrium

under a two-part tariff contract.

Consider now that the upper and lower bounds are sufficiently tight (F < πD(qI) and F >

−πU (qI)) so that the constraint on F may affect the equilibrium outcome. In this case, when α > αI

(i.e., F > 0), there exists a threshold α ≡ πU (qI)+F
πU (qI)+πD(qI)

< 1 such that the fixed fee D pays to U is

capped at F . Similarly, when α < αI (i.e., F < 0), there exists a threshold α ≡ πU (qI)+F
πU (qI)+πD(qI)

> 0

68Note that maximizing the Nash product with respect to (q, F ), considering in turn that w(q) = MRD(q) and
w(q) = MCU (q), is equivalent to maximizing with respect to (w,F ).
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such that the fixed fee D receives from U is bounded below by F .69 Therefore, when α > α > α,

(47) holds and the vertically integrated outcome arises: i.e., the equilibrium quantity is qI and the

equilibrium fixed fee is F̂ = απD(qI)− (1−α)πU (qI). When instead αI ≤ α ≤ α, we have F̂ = F . As

αI ≤ α, we have w(q) = MRD(q), implying that the first-order condition of (46) with respect to w is

given by:

MCU (q̂µ) = M̂RU (q̂µ, F , α) (50)

where M̂RU (q̂µ, F , α) ≡ β̂D(q̂µ, F , α)MRD(q̂µ) + (1 − β̂D(q̂µ, F , α))MRU (q̂µ), with β̂D(q̂µ, F , α) ≡
1−α
α

ΠU (q̂µ,F )

ΠD(q̂µ,F )
. Interestingly, (50) mirrors (12), which yields the double markup outcome under the

linear wholesale contract setting. As β̂D(q̂µ, F , α) ≥ βD(qµ, α), we have MRD(q̂µ) ≥ M̂RU (q̂µ, F , α) ≥

M̃RU (qµ, α), implying that the equilibrium quantity q̂µ is such that qI ≥ q̂µ ≥ qµ.70 Conversely, when

αI ≥ α ≥ α, we have F̂ = F . As αI ≥ α, we have w(q) = MCU (q), implying that the first-order

condition of (46) with respect to w is given by:

MRD(q̂ν) = M̂CD(q̂ν , F , α) (51)

where M̂CD(q̂ν , F , α) ≡ β̂U (q̂ν , F , α)MCU (q̂ν) + (1 − β̂U (q̂ν , F , α))MCD(q̂ν , α), with β̂U (q̂ν , F , α) ≡
α

1−α
ΠD(q̂ν ,F )
ΠU (q̂ν ,F ) . Again, (51) reflects (10), which characterizes the double markdown outcome in the

linear wholesale contract setting. As β̂U (q̂ν , F , α) ≥ βU (qν , α), we have MCU (q̂ν) ≥ M̂CD(q̂ν , F , α) ≥

M̃CD(qν , α), implying that the equilibrium quantity q̂ν is such that qI ≥ q̂ν ≥ qν .71

69Note that when F = F = 0, firms are unable to use the fixed fee F to transfer surplus. Hence, this case reduces to
the linear wholesale contract setting analyzed in Section 4.

70Note first that when F̂ = F = 0, we have q̂µ = qµ, as the analysis reduces to the linear wholesale contract
setting studied in Section 4. Moreover, whenever F̂ = F ≥ 0, it follows that ΠU (q̂µ, F ) ≥ ΠU (q̂µ, 0) = πU (qµ) and
ΠD(q̂µ, F ) ≤ ΠD(q̂µ, 0) = πD(qµ). As a result, we obtain β̂D(q̂µ, F , α) ≥ β̂D(q̂µ, 0, α) = βD(qµ, α).

71The reasoning parallels that in footenote 70. In particular, whenever F̂ = F ≤ 0, we have ΠU (q̂ν , F ) ≤ ΠU (q̂ν , 0) =

πU (qν) and ΠD(q̂ν , F ) ≥ ΠD(q̂ν , 0) = πD(qν). Consequently, β̂U (q̂ν , F , α) ≥ β̂U (q̂ν , 0, α) = βU (qν , α).
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OA1 Alternative Expressions of Markups and Mark-

downs

When D is powerful (α < αI), its markdown can be rewritten as:

νD = ωD(qν , α)
εMCU

+ 1

εMCU

+ (1− ωD(qν , α))
εp − 1

εp
, (52)

where ωD(qν , α) ≡ α(εr+1)εp
α(εr+1)εp+(1−α)(εp−1)εMCU

∈ (0, 1), with ∂ωD(qν ,α)
∂α < 0.72 Equation (52) echoes

expressions delivered by the exogenous right-to-manage models of Alviarez et al. (2023); Azkarate-

Askasua and Zerecero (2022) and Wong (2023). Specifically, here, the bilateral distortion is a weighted

average between a markup and a markdown term. If α = 1, we obtain ωD(qν , α) = 1 and νD =
εMCU

+1

εMCU
, as D makes a take-it-or-leave-it offer to U . If α = 0, we obtain ωD(qν , α) = 0 and (52) states

νD = µ−1
D and thus r = w and MD = 1. However, under voluntary exchange, such an equilibrium

is ruled out, as U endogenously concedes the right-to-manage if becoming too powerful, i.e., when

α > αI . Instead, at the relevant limit, i.e., if α → αI =
εp−1
εp+εr

, we have ωD(αI) =
εp

εMRU
+εp

, and thus

νD = 1, yielding the vertically integrated outcome qI . Overall, when α ∈ (0, αI), D’s markdown νD

negatively depends on its markup µD, reflecting the influence of bargaining on the joint profit sharing.

Similarly, when U is powerful (α > αI), its markup can be rewritten as:

µU = ωU (qµ, α)
εMRD

εMRD
− 1

+ (1− ωU (qµ, α))
εr

εr + 1
, (53)

where ωU (qµ, α) ≡
α(εMRD

−1)

α(εMRD
−1)+(1−α)(εp−1) ∈ (0, 1) and ∂ωU (qµ,α)

∂α > 0.73 Similar to (52), (53) shows

that U ’s markup is a weighted average between a markup and a markdown term. If α = 1, then

ωU (qµ, α) = 1 and µU =
εMRD

εMRD
−1 , as U makes a take-it-or-leave-it offer to D. If α = 0 then ωU (qµ, α) =

0, and (53) would state µU = εr
εr+1 = ν−1

U and thus p = w and MU = 1. Again, under voluntary

72ωU (qµ, α) > 0 holds under Assumption 1.
73ωU (qµ, α) > 0 holds when εMRD

> 1, i.e., the demand function is supermodular (Assumption 2).
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exchange, such an equilibrium is ruled out, as D endogenously concedes the right-to-manage when too

powerful, i.e, α < αI . Instead, at this limit, i.e., if α → αI =
εp−1
εp+εr

, we have ωU (αI) =
εMRD

−1

εMRD
+εr

and

thus µU = 1, yielding the vertically integrated outcome qI . Overall, when α ∈ (αI , 1), U ’s markup

µU negatively depends on its markdown νU , as a consequence of bargaining.

OA2 Microfoundation

We demonstrate that the equilibrium outcome of our model introduced in Section 4 coincides with

the subgame perfect Nash equilibrium of a variant of the non-cooperative game developed in Rey and

Vergé (2020). Specifically, we consider that U and D play the following game:

• Stage 1: Bargaining. The wholesale price w is determined through a bilateral negotiation

between U and D according to the following protocol.

1.1 U makes a take-it-or-leave-it (TIOLI) offer to D, which either accepts or rejects.

1.2 If D rejects the offer, Nature selects one side to make an ultimate TIOLI offer. U is

selected with probability ϕ and D with probability 1− ϕ

1.3 The selected firm makes the ultimate TIOLI offer to its counterpart, which either accepts

or rejects.

• Stage 2: Quantity choice. U and D simultaneously announce the quantities qU and qD

they are each willing to trade. Exchange is voluntary, implying that the quantity traded is the

minimum of qU and qD.

Given ϕ ∈ [0, 1] and α ∈ [0, 1], we show that there exists ϕ ∈ [0, 1] such that the equilibrium

outcome of the model developed in Section 4 coincides with the subgame perfect Nash equilibrium of

the non-cooperative game described above.

As Stage 2 remains unchanged compared to Section 4, we focus on Stage 1, where U and D

bargain over w, anticipating its impact on the equilibrium quantity characterized in Lemma 1 (note

that the alternative formulation of Stage 2 in Appendix B could also be considered).

OA2.1 Stage 1.3: Take-it-or-Leave-it Offers

OA2.1.1 Take-it-or-Leave-it Offer from U

Proceeding backward, we now solve Stage 1.3 by considering the case where Nature selects U to make

the ultimate TIOLI to D.
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Lemma 2 When U makes a take-it-or-leave-it offer to D, the equilibrium wholesale price is:

wµ = MCU (qµ)

(
εMRD(qµ)

1− εMRD(qµ)

)

where qµ ≡ q(wµ) is the equilibrium quantity and wµ = MRD(qµ) > wI .

Proof. The maximization problem faced by U is given by:

wµ ≡ argmax
w

πU (w)

where πU (w) = wq(w)−r(q(w))q(w) and ∂πU

∂w = q(w)+q′(w)[w−MCU (q)]. Assume first that w ≤ wI .

From Stage 2, this implies w = MCU (q), so that ∂πU

∂w = q(w) > 0. Hence, setting w ≤ wI does not

maximize U ’s profit. Instead, the optimal choice for U must satisfy w > wI , which, as discussed in

Section 4.1 of the main text, implies that w(q) = MRD(q). In this case, the first-order condition
∂πU

∂w = 0 yields:

wµ = MCU (qµ)

(
εMRD

(qµ)

εMRD
(qµ)− 1

)
,

where wµ = MRD(qµ) > wI and εMRD
(qµ) ≡ MRD(qµ)

qµ|MR′
D(qµ)| . Note that the second-order condition for

U ’s profit-maximization problem is ∂2πU

∂w2 = q′′(w)[w(q)−MCU (q)]+ q′(w)[2− q′(w)MC ′
U (q)] < 0. As

w(q) = MRD(q), q′(w) = 1
MR′

D(q) < 0, and q′′(w) =
σMRD

qMR′
D(q)2 , this second-order condition simplifies

to:

σMRD
(q) <

2− MC′
U (q)

MR′
D(q)(

1− MCU (q)
MRD(q)

)
ϵMRD

(q)
(54)

where σMRD
(q) ≡ qMR′′

D(q)
|MR′

D(q)| . From the first-order condition, we obtain
(
1− MCU (qµ)

MRD(qµ)

)
ϵMRD

(qµ) = 1,

implying that (54) simplifies to:

σMRD
(qµ) < 2− MC ′

U (qµ)

MR′
D(qµ)

.

As MC ′
U (qµ) > 0 and MR′

D(qµ) < 0, it is straightforward that Assumption 2 in the main text,

which stipulates that σMRD
< 2, is sufficient to ensure that the second-order condition for U ’s profit-

maximization holds.

OA2.1.2 Take-it-or-Leave-it Offer from D

We now consider the case where Nature selects D to make the ultimate take-it-or-leave-it offer to U .
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Lemma 3 When D makes a take-it-or-leave-it offer to U , the equilibrium wholesale price is:

wν = MRD(qν)

(
εMCU (qν)

1 + εMCU (qν)

)

where qν ≡ q(wν) is the equilibrium quantity and wν = MCU (qν) < wI .

Proof. The maximization problem faced by D is given by:

wν ≡ argmax
w

πD(w)

where πD = p(q(w))q(w)−wq(w) and ∂πD

∂w = q′(w)[MRD(q)−w]− q(w). Assume first that w ≥ wI .

From Stage 2, this implies that w = MRD(q), so that ∂πD

∂w = −q(w) < 0. Hence, setting w ≥ wI does

not maximize D’s profit. Instead, the optimal choice for D must satisfy w < wI , which, as discussed

in Section 4.1 of the main text, implies that w(q) = MCU (q). In this case, the first-order condition
∂πD

∂w = 0 yields:

wν = MRD(qν)

(
εMCU

(qν)

εMCU
(qν) + 1

)
(55)

where w = MCU (q) < wI and εMCU
≡ MCU (q)

q|MC′
U (q)| . Note that the second-order condition for D’s profit-

maximization is ∂2πD(w)
∂w2 = q′′(w)[MRD(q)−w(q)]+q′(w)[q′(w)MR′

D(q)−2] < 0. As w(q) = MCU (q),

q′(w) = 1
MC′

U (q) > 0, and q′′(w) = − σMCU
(q)

qMC′
U (q)2 , this second-order condition simplifies to:

σMCU
(q) >

MR′
D(q)

MC′
U (q) − 2(

MRD(q)
MCU (q) − 1

)
ϵMCU

(q)
(56)

where σMCU
(q) ≡ qMC′′

U (q)
|MC′

U (q)| . From the first-order condition, we obtain
(

MRD(qν)
MCU (qν)

− 1
)
ϵMCU

(qν) = 1,

implying that (56) simplifies to:

σMCU
(qν) >

MR′
D(qν)

MC ′
U (qν)

− 2.

As MR′
D(qν) < 0 and MC ′

U (qν) > 0, it is straightforward that Assumption 2, which stipulates that

σMCU
> −2, is sufficient to ensure that the second-order condition for D’s profit-maximization holds.

OA2.2 Stage 1.1

Given that D can reject the offer and make a (ultimate) counter-offer with probability 1 − ϕ, U ’s

profit-maximization problem can be written as:

max
w

πU (w) subject to πD(w) ≥ ϕπD(wµ) + (1− ϕ)πD(wν) (57)
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where πD(wµ) and πD(wν) denote D’s profit in the subgames where U and D, respectively, make the

(ultimate) TIOLI offer. The constraint in (57) represents D’s participation constraint stemming from

its ability to reject U ’s offer and make a counter-offer with probability 1 − ϕ. From (57), we obtain

the main result of this section:

Proposition 8 There exists a unique ϕ ∈ [0, 1] such that the bargaining outcome of the non-cooperative

game w⋆⋆ replicates the Nash bargaining solution w⋆ ∈ [wν , wµ],

Proof. We first show that there exists a unique w⋆⋆ ∈ [wν , wµ] which (i) satisfies D’s participation

constraint, (ii) solves U ’s profit-maximization problem in (57). From Online Appendix OA2.1.1 and

OA2.1.2, we know that:


∂πU (w)

∂w < 0 and ∂πD(w)
∂w < 0 for w > wµ

∂πU (w)
∂w > 0 and ∂πD(w)

∂w < 0 for wν < w < wµ

∂πU (w)
∂w > 0 and ∂πD(w)

∂w > 0 for w < wν

As both firms prefer a higher w when w < wν and a lower w when w > wµ, it is straightforward that

wν ≤ w⋆⋆ ≤ wµ. As ∂πU (w)
∂w > 0 and ∂πD(w)

∂w < 0 for w ∈ [wν , wµ], it implies that any solution w⋆⋆ to

(57) must bind D’s participation constraint, that is, πD(w⋆⋆) = ϕπD(wµ)+ (1−ϕ)πD(wν). Note that

any w > w⋆⋆ would violate D’s participation constraint and any w < w⋆⋆ would lower U ’s profit.

We show now that, for a given w⋆⋆ ∈ [wν , wµ], there exists a unique ϕ ∈ [0, 1]. Defining

C(ϕ) ≡ ϕπD(wµ)+(1−ϕ)πD(wν), D’s participation constraint can be rewritten as πD(w) ≥ C(ϕ). In

equilibrium, D’s participation constraint is binding, that is, πD(w⋆⋆) = C(ϕ). Hence, the value of ϕ

determines w⋆⋆. Specifically, as C ′(ϕ) = πD(wµ)− πD(wν) < 0 and ∂πD(w)
∂w < 0 for w > wν , it follows

that w⋆⋆ is increasing in ϕ. When ϕ = 0, D’s participation constraint reduces to C(0) = πD(wµ),

implying that w⋆⋆ = wµ. Similarly, when ϕ = 1, we have C(1) = πD(wµ), implying that w⋆⋆ = wµ.

Consequently, for any given Nash bargaining solution w⋆ ∈ [wν , wµ], there exists a unique ϕ ∈ [0, 1]

such that w⋆⋆ = w⋆.

As Stage 2 remains unchanged, and because for any given ϕ the bargaining outcome w⋆⋆ in the

non-cooperative game replicates the Nash bargaining solution used in Section 4.2 of the main text,

it turns out that the equilibrium outcome of the bilateral monopoly setting introduced in Section 4

of the main text coincides with the subgame perfect Nash equilibrium of the non-cooperative game

developed in this Online Appendix.
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